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ARTIFICIAL INTELLIGENCE MARKETING

• Smarter Search

• Ad Optimization

• Sentiment Analysis

• Customer Service

• AI in Images

Read more: “Why Artificial Intelligence Marketing Will Dominate by 2017”, Adam Fridman, Mabbly.com.



ARTIFICIAL INTELLIGENCE & PREDICTIVE MARKETING

• reach customers on the right device, channel at the right time

• cross-device advertising and campaigning, based on patterns in customer behavior

• master the customer journey instead of marketing funnel

• understand critical campaign indicators and make data-driven decisions

• generate/select targeted marketing messages to trigger an emotional response



continuously adapt budget allocation for the highest ROI

THE BUDGET ALLOCATION CHALLENGE

the challenge



PROBLEM DESCRIPTION

• social media platforms optimize their own goals (not necessarily aligned with advertisers’ goals!)

• micromanaging campaigns demands a lot of human involvement and strong analytical skills

• huge amount of employees’ cumulative time spent (across 20+ countries)



THE SOLUTION: ADPLATFORM’S AUTOPILOT

• reach delivery and performance 

goals

• execute the budget pacing plan

• continuously allocate budget for 

the highest ROI with respect to 

advertiser’s KPI’s



AUTOPILOT CAMPAIGN SETTINGS



CASE STUDY: THE CLIENT & THE CHALLENGE
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• nurturing skin care company

• twofold goal: 

• test two different kinds of products

• maximize the number of conversions



CASE STUDY: AUTOMATED BUDGET ALLOCATION
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• the autopilot automatically allocates budgets between ad groups

• the system continuously balances between exploration and exploitation

• this means that all groups get a chance, but best performing ones receive more budget

• the “hemp oil” ad groups performed best and eventually received the entire budget



CASE STUDY: RESULTS

• smarter budget allocation resulted in better campaign performance

• the “hemp oil” ad groups vastly outperformed other ad groups



CASE STUDY: SUMMARY

To summarize, here are a few takeaways from the case study:

• the AdPlatform’s Autopilot automatically allocates budgets between ad groups

• the system continuously balances between exploration and exploitation

• all groups get a chance, but best performing ones receive more budget

Autopilot

• can save a huge amount of manpower

• achieve better campaign performances

• avoid the risk of “junior” mistakes



BUDGET ALLOCATION & BUDGET PACING

• increase budget spending on 

better-performing ad sets

• decrease budget spending on 

worse-performing ad sets

• control budget pacing

However…

• the advertising landscape is 

constantly changing

• need to balance between 

exploration and exploitation(!)
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DELIVERY PACINGBUDGET ALLOCATION
quality assurance quantity assurance

pick so as to get the most profit

as you can over time

reach delivery and performance goals

execute the budget pacing plan



MORE BUDGET ≠ BETTER PERFORMANCE
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✓ blue ad sets received far more impressions than green ad sets

✓ blue ad sets received far more clicks than green ad sets

✓ blue ad sets spent far less amount than green ad sets

source: internal Facebook data



WHAT IS MULTI-ARMED BANDIT

How to pick between different arms so that you walk out with most $$$ out of Casino at the end of the Night?

OBJECTIVE

pick so as to get the most return/profit as you can over time

technical term:   minimize regret

• which sequence of arms to pick?

• need to sample, but do it efficiently

SEQUENTIAL SELECTION



EXPLORATION vs. EXPLOITATION
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EXPLORATION

• investment: data collection is costly

• be efficient → balance the potential value of collecting new data with 

exploiting what we currently know

EXPLORE / LEARN

• try out different actions to learn how they 

perform over time

• a data collection task

• choosing actions whose benefit will come 

only later

EXPLOIT / EARN

• take advantage of what you have learned 

to get highest payoff

• our current best guess

• choosing actions that yield immediate 

reward



A/B TESTING

EXPLORE / LEARN

• all actions have an equal 

chance of selection 

(uniform random)

• use hypothesis testing to 

select “winner”

EXPLOIT / EARN

• keep only “winner” for 

selection

TIME

drawback: reward distributions are usually dynamic (best combination of ads changes over time)



EPSILON GREEDY

greedy: make whatever choice seems best at the moment

ε – greedy:

• explore – randomly select action ε percent of the time (e.g. 20%)

• exploit – play greedy (pick the current best) 100 - ε percent of the time (e.g. 80%)

EXPLORE / LEARN

EXPLOIT / EARN

TIME

A $5.49

B $4.78

C $3.77

D $3.25

E $3.11

… …



UPPER CONFIDENCE BOUND

BASIC IDEA

• calculate both mean and a measure of uncertainty (variance) for each action

• make greedy selections based on mean + uncertainty bonus

-2*std +2*stdmean

upper confidence bound

+ bonus

score each option using the upper portion of the confidence interval as a bonus



EXPLORATION BONUS

• reduce uncertainty by collecting more data

• strive towards statistical significance

A

B

C

exploration bonus

1

estimated reward

A

B

C exploit more promising ads

2

estimated reward

uncertainty bonus is reduced (due to more data)



UPPER CONFIDENCE BOUND

• like A/B test: uses variance measure

• unlike A/B test: no hypothesis test

• automatically balances exploration with exploitation

A

B

C

A/B testing bandit selection

• more efficient learning

• automation



agent’s actions are costly and constrained by a fixed budget

BUDGET-LIMITED MULTI-ARMED BANDITS

By pulling arm i, the agent has to pay a pulling cost ci.

The agent has a cost budget B, which it cannot 

exceed during its operation time.

Both exploration and exploitation are costly, a combination of arms can be pulled at once.

ONLINE ADVERTISING



eCPM or effective CPM: estimated earnings (or cost) for every 1000 impressions received

eCPM

ad #1 ad #2

impressions 370 187

earnings $1.48 $0.97

eCPM = ? $4.00 $5.19

earnings can be various delivery goals:

• clicks

• impressions

• conversions

• likes

• follows

• …



THE UNBOUNDED KNAPSACK PROBLEM

knapsack capacity → budget 

items → ads

value → delivery goal (conversions, clicks, …)

weight → amount spent



THE UNBOUNDED KNAPSACK PROBLEM

GIVEN

• k items (ads)

• each item i has a corresponding 

• value vi
• weight wi

• knapsack of capacity B (budget)

• maximize the total value of items in 

the knapsack

• total weight of the items should not 

exceed the knapsack weight 

capacity

OBJECTIVE

An efficient approximation method for solving the knapsack problem is the Density-Based Greedy Algorithm.

The unbounded knapsack problem is NP-hard.



DENSITY-BASED GREEDY ALGORITHM

• initially selected ads (ads appearing for the first time)

• the highest “density” ads are selected as is feasible 

without exceeding the knapsack capacity

• repeat until no feasible items left: the “densest” ad of 

the remaining feasible ads is selected

Let vi/wi denote the density of item i



EXPERIMENTAL DESIGN

• Facebook data (subset)

• 60 days (2016-02-01 to 2016-03-31)

• 2000+ examples (key: ad, date)

• objective:

• maximize CPC (clicks, impressions, …)

• do not exceed the daily budget of 100 EUR

optimal results (based on 
perfect information)

• original data, daily amount spent: 

• mean: 152.07

• median: 152.04



UCB FORMULA

UCB formula

explorationexploitation



SIMULATION RESULTS: SMALLER DAILY BUDGET

Objective: optimize CPC without exceeding the daily budget of 60 EUR.



THE MACHINE LEARNING CHALLENGE

• use budget-limited multi-armed bandit approach

to balance between exploration and exploitation 

for effective budget allocation

• use the smart pacing approach:

o increase budget spending on better-performing ad sets

o decrease budget spending on worse-performing ad sets

How can we benefit from predictive models?
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