# Appendix A <br> Linear Algebra for Quantum Computation 

The purpose of this appendix is to compile the definitions, notations, and facts of linear algebra that are important for this book. This appendix also serves as a quick reference for the main operations in vector spaces, for instance, the inner and tensor products. Quantum computation inherited linear algebra from quantum mechanics as the supporting language for describing this area. Therefore, it is essential to have a solid knowledge of the basic results of linear algebra to understand quantum computation and quantum algorithms. If the reader does not have this base knowledge, we suggest reading some of the basic references recommended at the end of this appendix.

## A. 1 Vector Spaces

A vector space $V$ over the field of complex numbers $\mathbb{C}$ is a non-empty set of elements called vectors. In $V$, it is defined the operations of vector addition and multiplication of a vector by a scalar in $\mathbb{C}$. The addition operation is associative and commutative. It also obeys properties

- There is an element $\mathbf{0} \in V$, such that, for each $\mathbf{v} \in V, \mathbf{v}+\mathbf{0}=\mathbf{0}+\mathbf{v}=\mathbf{v}$ (existence of neutral element)
- For each $\mathbf{v} \in V$, there exists $\mathbf{u}=(-1) \mathbf{v}$ in $V$ such that $\mathbf{v}+\mathbf{u}=\mathbf{0}$ (existence of inverse element)
$\mathbf{0}$ is called zero vector. The scalar multiplication operation obeys properties
- $a .(b . \mathbf{v})=(a . b) . \mathbf{v}$ (associativity)
- $1 . \mathbf{v}=\mathbf{v}$ (1 is the neutral element of multiplication)
- $(a+b) . \mathbf{v}=a . \mathbf{v}+b . \mathbf{v}$ (distributivity of sum of scalars)
- $a .(\mathbf{v}+\mathbf{w})=a . \mathbf{v}+a . \mathbf{w}$ (distributivity in $V)$
where $\mathbf{v}, \mathbf{w} \in V$ and $a, b \in \mathbb{C}$.

A vector space can be infinite, but in most applications in quantum computation, finite vector spaces are used and are denoted by $\mathbb{C}^{n}$. In this case, the vectors have $n$ complex entries. In this book, we rarely use infinite spaces, and in these few cases, we are interested only in finite subspaces. In the context of quantum mechanics, infinite vector spaces are used more frequently than finite spaces.

A basis for $\mathbb{C}^{n}$ consists of exactly $n$ linearly independent vectors. If $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right\}$ is a basis for $\mathbb{C}^{n}$, then a generic vector $\mathbf{v}$ can be written as

$$
\mathbf{v}=\sum_{i=1}^{n} a_{i} \mathbf{v}_{i},
$$

where coefficients $a_{i}$ are complex numbers. The dimension of a vector space is the number of basis vectors.

## A. 2 Inner Product

The inner product is a binary operation $(\cdot, \cdot): V \times V \mapsto \mathbb{C}$, which obeys the following properties:

1. $(\cdot, \cdot)$ is linear in the second argument

$$
\left(\mathbf{v}, \sum_{i=1}^{n} a_{i} \mathbf{v}_{i}\right)=\sum_{i=1}^{n} a_{i}\left(\mathbf{v}, \mathbf{v}_{i}\right)
$$

2. $\left(\mathbf{v}_{1}, \mathbf{v}_{2}\right)=\left(\mathbf{v}_{2}, \mathbf{v}_{1}\right)^{*}$.
3. $(\mathbf{v}, \mathbf{v}) \geq 0$. The equality holds if and only if $\mathbf{v}=\mathbf{0}$.

In general, the inner product is not linear in the first argument. The property in question is called conjugate-linear.

There is more than one way to define an inner product on a vector space. In $\mathbb{C}^{n}$, the most used inner product is defined as follows: If

$$
\mathbf{v}=\left[\begin{array}{c}
a_{1} \\
\vdots \\
a_{n}
\end{array}\right], \quad \mathbf{w}=\left[\begin{array}{c}
b_{1} \\
\vdots \\
b_{n}
\end{array}\right],
$$

then

$$
(\mathbf{v}, \mathbf{w})=\sum_{i=1}^{n} a_{i}^{*} b_{i} .
$$

This expression is equivalent to the matrix product of the transpose-conjugate vector, which is usually denoted by $\mathbf{v}^{\dagger}$, by $\mathbf{w}$.

If an inner product is introduced in a vector space, we can define the notion of orthogonality. Two vectors are orthogonal if the inner product is zero. We also introduce the notion of norm using the inner product. The norm of $\mathbf{v}$, denoted by $\|\mathbf{v}\|$, is defined as

$$
\|\mathbf{v}\|=\sqrt{(\mathbf{v}, \mathbf{v})}
$$

A normalized vector or unit vector is a vector whose norm is equal to 1 . A basis is said orthonormal if all vectors are normalized and mutually orthogonal.

A finite vector space with an inner product is called a Hilbert space. In order to an infinite vector space be a Hilbert space, it must obey additional properties besides having an inner product. Since we will deal primarily with finite vector spaces, we use the term Hilbert space as a synonym for vector space with an inner product. A subspace $W$ of a finite Hilbert space $V$ is also a Hilbert space. The set of vectors orthogonal to all vectors of $W$ is the Hilbert space $W^{\perp}$ called orthogonal complement. $V$ is the direct sum of $W$ and $W^{\perp}$, that is, $V=W \oplus W^{\perp}$. An $N$-dimensional Hilbert space will be denoted by $\mathcal{H}^{N}$ to highlight its dimension. A Hilbert space associated with a system $A$ will be denoted by $\mathcal{H}_{A}$.

## A. 3 The Dirac Notation

In this review of linear algebra, we will systematically be using the Dirac or bra-ket notation, which was introduced by the English physicist Paul Dirac in the context of quantum mechanics to aid algebraic manipulations. This notation is very simple. Several notations are used for vectors, such as $\mathbf{v}$ and $\vec{v}$. The Dirac notation uses

$$
\mathbf{v} \equiv|v\rangle
$$

Up to this point, instead of using bold or putting an arrow over letter $v$, we put letter $v$ between a vertical bar and a right angle bracket. If we have an indexed basis, that is, $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right\}$, in the Dirac notation we use the form $\left\{\left|v_{1}\right\rangle, \ldots,\left|v_{n}\right\rangle\right\}$ or $\{|1\rangle, \ldots,|n\rangle\}$. Note that if we are using a single basis, letter $\mathbf{v}$ is unnecessary in principle. Computer scientists usually start counting from 0 . So, the first basis vector is usually called $\mathbf{v}_{0}$. In the Dirac notation we have

$$
\mathbf{v}_{0} \equiv|0\rangle
$$

Vector $|0\rangle$ is not the zero vector, it is only the first vector in a collection of vectors. In the Dirac notation, the zero vector is an exception, whose notation is not modified. Here we use the notation $\mathbf{0}$.

Suppose that vector $|v\rangle$ has the following entries in a basis

$$
|v\rangle=\left[\begin{array}{c}
a_{1} \\
\vdots \\
a_{n}
\end{array}\right] .
$$

The dual vector is denoted by $\langle v|$ and is defined by

$$
\langle v|=\left[a_{1}^{*} \cdots a_{n}^{*}\right] .
$$

Usual vectors and their duals can be seen as column and row matrices, respectively, for algebraic manipulation. The matrix product of $\langle v|$ by $|v\rangle$ is denoted by $\langle v \mid v\rangle$ and its value in terms of their entries is

$$
\langle v \mid v\rangle=\sum_{i=1}^{n} a_{i}^{*} a_{i}
$$

This is an example of an inner product, which is naturally defined via the Dirac notation. If $\left\{\left|v_{1}\right\rangle, \ldots,\left|v_{n}\right\rangle\right\}$ is an orthonormal basis, then

$$
\left\langle v_{i} \mid v_{j}\right\rangle=\delta_{i j}
$$

where $\delta_{i j}$ is the Kronecker delta. The norm of a vector in this notation is

$$
\||v\rangle \|=\sqrt{\langle v \mid v\rangle}
$$

We use the terminology ket for vector $|v\rangle$ and bra for dual vector $\langle v|$. Keeping consistency, we use the terminology bra-ket for $\langle v \mid v\rangle$.

It is also very common to meet the matrix product of $|v\rangle$ by $\langle v|$, denoted by $|v\rangle\langle v|$, known as the outer product, whose result is an $n \times n$ matrix

$$
\begin{aligned}
|v\rangle\langle v| & =\left[\begin{array}{c}
a_{1} \\
\vdots \\
a_{n}
\end{array}\right] \cdot\left[\begin{array}{lll}
a_{1}^{*} & \cdots & a_{n}^{*}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
a_{1} a_{1}^{*} & \cdots & a_{1} a_{n}^{*} \\
\ddots & \\
a_{n} a_{1}^{*} & \cdots & a_{n} a_{n}^{*}
\end{array}\right] .
\end{aligned}
$$

The key to the Dirac notation is to always view kets as column matrices, bras as row matrices, and recognize that a sequence of bras and kets is a matrix product, hence associative, but non-commutative.

## A. 4 Computational Basis

The computational basis of $\mathbb{C}^{n}$, denoted by $\{|0\rangle, \ldots,|n-1\rangle\}$, is given by

$$
|0\rangle=\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right], \ldots,|n-1\rangle=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
1
\end{array}\right] .
$$

This basis is also known as canonical basis. A few times we will use the numbering of the computational basis beginning with $|1\rangle$ and ending with $|n\rangle$. In this book, when we use a small-caption Latin letter within a ket or bra, we are referring to the computational basis. Then, the following expression will always be valid

$$
\langle i \mid j\rangle=\delta_{i j}
$$

The normalized sum of all computational basis vectors defines vector

$$
|\mathrm{D}\rangle=\frac{1}{\sqrt{n}} \sum_{i=0}^{n-1}|i\rangle
$$

which we will call diagonal state. When $n=2$, the diagonal state is given by $|\mathrm{D}\rangle=|+\rangle$ where

Exercise A.1. Explicitly calculate the values of $|i\rangle\langle j|$ and

$$
\sum_{i=0}^{n-1}|i\rangle\langle i|
$$

in $\mathbb{C}^{3}$.

## A. 5 Qubit and the Bloch Sphere

The qubit is a unit vector in vector space $\mathbb{C}^{2}$. A generic qubit $|\psi\rangle$ is represented by

$$
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle,
$$

where coefficients $\alpha$ and $\beta$ are complex numbers and obey the constraint

$$
|\alpha|^{2}+|\beta|^{2}=1
$$

The set $\{|0\rangle,|1\rangle\}$ is the computational basis of $\mathbb{C}^{2}$ and $\alpha, \beta$ are called amplitudes of state $|\psi\rangle$. The term state (or state vector) is used as a synonym for unit vector in a Hilbert space.

Fig. A. 1 Bloch Sphere. The state $|\psi\rangle$ of a qubit is represented by a point on the sphere


In principle, we need four real numbers to describe a qubit, two for $\alpha$ and two for $\beta$. The constraint $|\alpha|^{2}+|\beta|^{2}=1$ reduces to three numbers. In quantum mechanics, two vectors that differ from a global phase factor are considered equivalent. A global phase factor is a complex number of unit modulus multiplying the state. By eliminating this factor, a qubit can be described by two real numbers $\theta$ and $\phi$ as follows:

$$
|\psi\rangle=\cos \frac{\theta}{2}|0\rangle+\mathrm{e}^{\mathrm{i} \phi} \sin \frac{\theta}{2}|1\rangle,
$$

where $0 \leq \theta \leq \pi$ and $0 \leq \phi<2 \pi$. In the above notation, state $|\psi\rangle$ can be represented by a point on the surface of a sphere of unit radius, called Bloch sphere. Numbers $\theta$ and $\phi$ are spherical angles that locate the point that describes $|\psi\rangle$, as shown in Fig. A.1. The vector showed there is given by

$$
\left[\begin{array}{c}
\sin \theta \cos \phi \\
\sin \theta \sin \phi \\
\cos \theta
\end{array}\right] .
$$

When we disregard global phase factors, there is a one-to-one correspondence between the quantum states of a qubit and the points on the Bloch sphere. State $|0\rangle$ is in the north pole of the sphere, because it is obtained by taking $\theta=0$. State $|1\rangle$ is in the south pole. States
are the intersection points of the $x$-axis and the sphere, and states $(|0\rangle \pm i|1\rangle) / \sqrt{2}$ are the intersection points of the $y$-axis with the sphere.

The representation of classical bits in this context is given by the poles of the Bloch sphere and the representation of the probabilistic classical bit, that is, 0 with probability $p$ and 1 with probability $1-p$, is given by the point in $z$-axis with coordinate $2 p-1$. The interior of the Bloch sphere is used to describe the states of a qubit in the presence of decoherence.

Exercise A.2. Using the Dirac notation, show that opposite points in the Bloch sphere correspond to orthogonal states.

Exercise A.3. Suppose you know that a qubit is either is in state $|+\rangle$ with probability $p$ or in state $|-\rangle$ with probability $1-p$. If this is the best you know about the qubit's state, where in the Bloch sphere would you represent this qubit?
Exercise A.4. Does the outside of Bloch sphere play any role?

## A. 6 Linear Operators

Let $V$ and $W$ be vector spaces, $\left\{\left|v_{1}\right\rangle, \ldots,\left|v_{n}\right\rangle\right\}$ a basis for $V$, and $\mathcal{A}$ a function $\mathcal{A}: V \mapsto W$ that satisfies

$$
\mathcal{A}\left(\sum_{i} a_{i}\left|v_{i}\right\rangle\right)=\sum_{i} a_{i} \mathcal{A}\left(\left|v_{i}\right\rangle\right)
$$

for any complex numbers $a_{i}$. $\mathcal{A}$ is called a linear operator from $V$ to $W$. The term linear operator in $V$ means that both the domain and codomain of $\mathcal{A}$ is $V$. The composition of linear operators $\mathcal{A}: V_{1} \mapsto V_{2}$ and $\mathcal{B}: V_{2} \mapsto V_{3}$ is also a linear operator $\mathcal{C}: V_{1} \mapsto V_{3}$ obtained through the composition of their functions: $\mathcal{C}(|v\rangle)=$ $\mathcal{B}(\mathcal{A}(|v\rangle)$. The sum of two linear operators, both from $V$ to $W$, is naturally defined by formula $(\mathcal{A}+\mathcal{B})(|v\rangle)=\mathcal{A}(|v\rangle)+\mathcal{B}(|v\rangle)$.

The identity operator $\mathcal{I}$ in $V$ is a linear operator such that $\mathcal{I}(|v\rangle)=|v\rangle$ for all $|v\rangle \in V$. The null operator $\mathcal{O}$ in $V$ is a linear operator such that $\mathcal{O}(|v\rangle)=\mathbf{0}$ for all $|v\rangle \in V$.

The rank of a linear operator $\mathcal{A}$ in $V$ is the dimension of the image of $\mathcal{A}$. The kernel or nullspace of a linear operator $\mathcal{A}$ in $V$ is the set of all vectors $|v\rangle$ for which $\mathcal{A}(|v\rangle)=\mathbf{0}$. The dimension of the kernel is called the nullity of the operator. The rank-nullity theorem states that $\operatorname{rank} \mathcal{A}+$ nullity $\mathcal{A}=\operatorname{dim} V$.

## Fact

If we specify the action of a linear operator on a basis of vector space $V$, its action on any vector in $V$ can be straightforwardly determined.

## A. 7 Matrix Representation

Linear operators can be represented by matrices. Let $\mathcal{A}: V \mapsto W$ be a linear operator, $\left\{\left|v_{1}\right\rangle, \ldots,\left|v_{n}\right\rangle\right\}$ and $\left\{\left|w_{1}\right\rangle, \ldots,\left|w_{m}\right\rangle\right\}$ orthonormal bases for $V$ and $W$, respectively. A matrix representation of $\mathcal{A}$ is obtained by applying $\mathcal{A}$ to every vector in the basis of $V$ and expressing the result as a linear combination of basis vectors of $W$, as follows:

$$
\mathcal{A}\left(\left|v_{j}\right\rangle\right)=\sum_{i=1}^{m} a_{i j}\left|w_{i}\right\rangle,
$$

where index $j$ run from 1 to $n$. Therefore, $a_{i j}$ are entries of an $m \times n$ matrix, which we call $A$. In this case, expression $\mathcal{A}\left(\left|v_{j}\right|\right)$, which means function $\mathcal{A}$ applied to argument $\left|v_{j}\right\rangle$, is equivalent to the matrix product $A\left|v_{j}\right\rangle$. Using the outer product notation, we have

$$
A=\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j}\left|w_{i}\right\rangle\left\langle v_{j}\right| .
$$

Using the above equation and the fact that the basis of $V$ is orthonormal, we can verify that the matrix product of $A$ by $\left|v_{j}\right\rangle$ is equal to $\mathcal{A}\left(\left|v_{j}\right|\right)$. The key to this calculation is to use the associativity of matrix multiplication:

$$
\begin{aligned}
\left(\left|w_{i}\right\rangle\left\langle v_{j}\right|\right)\left|v_{k}\right\rangle & =\left|w_{i}\right\rangle\left(\left\langle v_{j} \mid v_{k}\right\rangle\right) \\
& =\delta_{j k}\left|w_{i}\right\rangle
\end{aligned}
$$

In particular, the matrix representation of the identity operator $\mathcal{I}$ in any orthonormal basis is the identity matrix $I$ and the matrix representation of the null operator $\mathcal{O}$ in any orthonormal basis is the zero matrix.

If the linear operator $\mathcal{C}$ is the composition of the linear operators $\mathcal{B}$ and $\mathcal{A}$, the matrix representation of $\mathcal{C}$ will be obtained by multiplying the matrix representation of $\mathcal{B}$ with that of $\mathcal{A}$, that is, $C=B A$.

When we fix orthonormal bases for the vector spaces, there is a one-toone correspondence between linear operators and matrices. In $\mathbb{C}^{n}$, we use the computational basis as a reference basis, so the terms linear operator and matrix are taken as synonyms. We will also use the term operator as a synonym for linear operator.

Exercise A.5. Suppose $B$ is an operator whose action on the computational basis of the $n$-dimensional vector space $V$ is

$$
B|j\rangle=\left|\psi_{j}\right\rangle
$$

where $\left|\psi_{j}\right\rangle$ are vectors in $V$ for all $j$.

1. Obtain the expression of $B$ using the outer product.
2. Show that $\left|\psi_{j}\right\rangle$ is the $j$-th column in the matrix representation of $B$.
3. Suppose that $B$ is the Hadamard operator

$$
H=\frac{1}{\sqrt{2}}\left[\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right] .
$$

Redo the previous items using operator $H$.

## A. 8 Diagonal Representation

Let $\mathcal{O}$ be an operator in $V$. If there exists an orthonormal basis $\left\{\left|v_{1}\right\rangle, \ldots,\left|v_{n}\right\rangle\right\}$ of $V$ such that

$$
O=\sum_{i=1}^{n} \lambda_{i}\left|v_{i}\right\rangle\left\langle v_{i}\right|,
$$

we say that $\mathcal{O}$ admits a diagonal representation or, equivalently, $\mathcal{O}$ is diagonalizable. The complex numbers $\lambda_{i}$ are the eigenvalues of $\mathcal{O}$ and $\left|v_{i}\right\rangle$ are the corresponding eigenvectors. Any multiple of an eigenvector is also an eigenvector. If two eigenvectors are associated with the same eigenvalue, then any linear combination of these eigenvectors is an eigenvector. The number of linearly independent eigenvectors associated with the same eigenvalue is the multiplicity of that eigenvalue.

If there are eigenvalues with multiplicity greater than one, the diagonal representation can be factored out as follows:

$$
O=\sum_{\lambda} \lambda P_{\lambda},
$$

where index $\lambda$ runs only on the distinct eigenvalues and $P_{\lambda}$ is the projector on the eigenspace of $\mathcal{O}$ associated with eigenvalue $\lambda$. If $\lambda$ has multiplicity $1, P_{\lambda}=$ $|v\rangle\langle v|$, where $|v\rangle$ is the unit eigenvector associated with $\lambda$. If $\lambda$ has multiplicity 2 and $\left|v_{1}\right\rangle,\left|v_{2}\right\rangle$ are linearly independent unit eigenvectors associated with $\lambda, P_{\lambda}=$ $\left|v_{1}\right\rangle\left\langle v_{1}\right|+\left|v_{2}\right\rangle\left\langle v_{2}\right|$ and so on. The projectors $P_{\lambda}$ satisfy

$$
\sum_{\lambda} P_{\lambda}=I
$$

An alternative way to define a diagonalizable operator is by requiring that $O$ is similar to a diagonal matrix. Matrices $O$ and $O^{\prime}$ are similar if $O^{\prime}=M^{-1} O M$ for some invertible matrix $M$. We have interest only in the case when $M$ is a unitary matrix. The term diagonalizable we use here is narrower than the one used in the literature, because we are demanding that $M$ be a unitary matrix.

Exercise A.6. Suppose that $O$ is a diagonalizable operator with eigenvalues $\pm 1$. Show that

$$
P_{ \pm 1}=\frac{I \pm O}{2}
$$

## A. 9 Completeness Relation

The completeness relation is so useful that it deserves to be highlighted. Let $\left\{\left|v_{1}\right\rangle\right.$, $\left.\ldots,\left|v_{n}\right\rangle\right\}$ be an orthonormal basis of $V$. Then,

$$
I=\sum_{i=1}^{n}\left|v_{i}\right\rangle\left\langle v_{i}\right| .
$$

The completeness relation is the diagonal representation of the identity matrix.
Exercise A.7. If $\left\{\left|v_{1}\right\rangle, \ldots,\left|v_{n}\right\rangle\right\}$ is an orthonormal basis, it is straightforward to verify the validity of equations

$$
A\left|v_{j}\right\rangle=\sum_{i=1}^{m} a_{i j}\left|w_{i}\right\rangle
$$

from equation

$$
A=\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j}\left|w_{i}\right\rangle\left\langle v_{j}\right| .
$$

Verify in the reverse direction using the completeness relation, that is, assuming that expressions $A\left|v_{j}\right\rangle$ are given for all $1 \leq j \leq n$, obtain $A$.

## A. 10 Cauchy-Schwarz Inequality

Let $V$ be a Hilbert space and $|v\rangle,|w\rangle \in V$. Then,

$$
|\langle v \mid w\rangle| \leq \sqrt{\langle v \mid v\rangle\langle w \mid w\rangle}
$$

A more explicit way of presenting the Cauchy-Schwarz inequality is

$$
\left|\sum_{i} v_{i} w_{i}\right|^{2} \leq\left(\sum_{i}\left|v_{i}\right|^{2}\right)\left(\sum_{i}\left|w_{i}\right|^{2}\right),
$$

which is obtained when we take $|v\rangle=\sum_{i} v_{i}^{*}|i\rangle$ and $|w\rangle=\sum_{i} w_{i}|i\rangle$.

## A. 11 Special Operators

Let $A$ be a linear operator in Hilbert space $V$. Then, there exists a unique linear operator $A^{\dagger}$ in $V$, called adjoint operator, that satisfies

$$
(|v\rangle, A|w\rangle)=\left(A^{\dagger}|v\rangle,|w\rangle\right),
$$

for all $|v\rangle,|w\rangle \in V$.
The matrix representation of $A^{\dagger}$ is the transpose-conjugate matrix $\left(A^{*}\right)^{\mathrm{T}}$. The main properties of the dagger or transpose-conjugate operation are

1. $(A B)^{\dagger}=B^{\dagger} A^{\dagger}$
2. $|v\rangle^{\dagger}=\langle v|$
3. $(A|v\rangle)^{\dagger}=\langle v| A^{\dagger}$
4. $(|w\rangle\langle v|)^{\dagger}=|v\rangle\langle w|$
5. $\left(A^{\dagger}\right)^{\dagger}=A$
6. $\left(\sum_{i} a_{i} A_{i}\right)^{\dagger}=\sum_{i} a_{i}^{*} A_{i}^{\dagger}$

The last property shows that the dagger operation is conjugate-linear when applied on a linear combination of operators.

## Normal Operator

An operator $A$ in $V$ is normal if $A^{\dagger} A=A A^{\dagger}$.

## Spectral Theorem

An operator $A$ in $V$ is diagonalizable if and only if $A$ is normal.

## Unitary Operator

An operator $U$ in $V$ is unitary if $U^{\dagger} U=U U^{\dagger}=I$.

## Facts About Unitary Operators

Unitary operators are normal, so they are diagonalizable with respect to an orthonormal basis. Eigenvectors of a unitary operator associated with different eigenvalues are orthogonal. The eigenvalues have unit modulus, that is, their form is $\mathrm{e}^{\mathrm{i} \alpha}$, where $\alpha$ is a real number. Unitary operators preserve the inner product, that is, the inner product of $U\left|v_{1}\right\rangle$ by $U\left|v_{2}\right\rangle$ is equal to the inner product of $\left|v_{1}\right\rangle$ by $\left|v_{2}\right\rangle$. The application of a unitary operator on a vector preserves its norm.

## Hermitian Operator

An operator $A$ in $V$ is Hermitian or self-adjoint if $A^{\dagger}=A$.

## Facts About Hermitian Operators

Hermitian operators are normal, so they are diagonalizable with respect to an orthonormal basis. Eigenvectors of a Hermitian operator associated with different eigenvalues are orthogonal. The eigenvalues of a Hermitian operator are real numbers. A real symmetric matrix is Hermitian.

## Orthogonal Projector

An operator $P$ in $V$ is an orthogonal projector if $P^{2}=P$ and $P^{\dagger}=P$.

## Facts About Orthogonal Projectors

The eigenvalues are equal to 0 or 1 . If $P$ is an orthogonal projector, then the orthogonal complement $I-P$ is also an orthogonal projector. Applying a projector on a vector either decreases its norm or maintains invariant. In this book, we use the term projector as a synonym for orthogonal projector. We will use the term non-orthogonal projector explicitly to distinguish this case. An example of a nonorthogonal projector on a qubit is $P=|1\rangle\langle+|$.

## Positive Operator

An operator $A$ in $V$ is said positive if $\langle v| A|v\rangle \geq 0$ for any $|v\rangle \in V$. If the inequality is strict for any nonzero vector in $V$, then the operator is said positive definite.

## Facts About Positive Operators

Positive operators are Hermitian. The eigenvalues are nonnegative real numbers.
Exercise A.8. Consider matrix

$$
M=\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right]
$$

1. Show that $M$ is not normal.
2. Show that the eigenvectors of $M$ generate a one-dimensional space.

Exercise A.9. Consider matrix

$$
M=\left[\begin{array}{cc}
1 & 0 \\
1 & -1
\end{array}\right]
$$

1. Show that the eigenvalues of $M$ are $\pm 1$.
2. Show that $M$ is neither unitary nor Hermitian.
3. Show that the eigenvectors associated with distinct eigenvalues of $M$ are not orthogonal.
4. Show that $M$ has a diagonal representation.

## Exercise A.10.

1. Show that the product of two unitary operators is a unitary operator.
2. The sum of two unitary operators is necessarily a unitary operator? If not, give a counterexample.

## Exercise A.11.

1. Show that the sum of two Hermitian operators is a Hermitian operator.
2. The product of two Hermitian operators is necessarily a Hermitian operator? If not, give a counterexample.

Exercise A.12. Show that $A^{\dagger} A$ is a positive operator for any operator $A$.

## A. 12 Pauli Matrices

The Pauli matrices are

$$
\begin{aligned}
& \sigma_{0}=I=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \\
& \sigma_{1}=\sigma_{x}=X=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \\
& \sigma_{2}=\sigma_{y}=Y=\left[\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right], \\
& \sigma_{3}=\sigma_{z}=Z=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] .
\end{aligned}
$$

These matrices are unitary and Hermitian, and hence their eigenvalues are equal to $\pm 1$. Putting in another way: $\sigma_{j}^{2}=I$ and $\sigma_{j}^{\dagger}=\sigma_{j}$ for $j=0, \ldots, 3$.

The following facts are extensively used:

$$
\begin{aligned}
X|0\rangle & =|1\rangle, \quad X|1\rangle
\end{aligned}=|0\rangle, ~ 子|0\rangle=|1\rangle=-|1\rangle .
$$

Pauli matrices form a basis for the vector space of $2 \times 2$ matrices. Therefore, a generic operator that acts on a qubit can be written as a linear combination of Pauli matrices.

Exercise A.13. Consider the representation of the state $|\psi\rangle$ of a qubit in the Bloch sphere. What is the representation of states $X|\psi\rangle, Y|\psi\rangle$, and $Z|\psi\rangle$ relative to $|\psi\rangle$ ? What is the geometric interpretation of the action of the Pauli matrices on the Bloch sphere?

## A. 13 Operator Functions

If we have an operator $A$ in $V$, we can ask whether it is possible to calculate $\sqrt{A}$, that is, to find an operator the square of which is $A$ ? In general, we can ask ourselves whether it makes sense to use an operator as an argument of a usual function, such as, exponential or logarithmic function. If operator $A$ is normal, it has a diagonal representation, that is, can be written in the form

$$
A=\sum_{i} a_{i}\left|v_{i}\right\rangle\left\langle v_{i}\right|
$$

where $a_{i}$ are the eigenvalues and the set $\left\{\left|v_{i}\right\rangle\right\}$ is an orthonormal basis of eigenvectors of $A$. We can extend the application of a function $f: \mathbb{C} \mapsto \mathbb{C}$ to $A$ as follows

$$
f(A)=\sum_{i} f\left(a_{i}\right)\left|v_{i}\right\rangle\left\langle v_{i}\right| .
$$

The result is an operator defined in the same vector space $V$ and it is independent of the choice of basis of $V$.

If the goal is to calculate $\sqrt{A}$, first $A$ must be diagonalized, that is, we must determine a unitary matrix $U$ such that $A=U D U^{\dagger}$, where $D$ is a diagonal matrix. Then, we use the fact that $\sqrt{A}=U \sqrt{D} U^{\dagger}$, where $\sqrt{D}$ is calculated by taking the square root of each diagonal element.

If $U$ is the evolution operator of an isolated quantum system that is initially in state $|\psi(0)\rangle$, the state at time $t$ is given by

$$
|\psi(t)\rangle=U^{t}|\psi(0)\rangle .
$$

The most efficient way to calculate state $|\psi(t)\rangle$ is to obtain the diagonal representation of the unitary operator $U$

$$
U=\sum_{i} \lambda_{i}\left|v_{i}\right\rangle\left\langle v_{i}\right|,
$$

and to calculate the $t$-th power $U$, that is,

$$
U^{t}=\sum_{i} \lambda_{i}^{t}\left|v_{i}\right\rangle\left\langle v_{i}\right| .
$$

The system state at time $t$ will be

$$
|\psi(t)\rangle=\sum_{i} \lambda_{i}^{t}\left\langle v_{i} \mid \psi(0)\right\rangle\left|v_{i}\right\rangle .
$$

The trace of a matrix is another type of operator function. In this case, the result of applying the trace function is a complex number defined as

$$
\operatorname{tr}(A)=\sum_{i} a_{i i}
$$

where $a_{i i}$ are the diagonal elements of $A$. In the Dirac notation

$$
\operatorname{tr}(A)=\sum_{i}\left\langle v_{i}\right| A\left|v_{i}\right\rangle
$$

where $\left\{\left|v_{1}\right\rangle, \ldots,\left|v_{n}\right\rangle\right\}$ is an orthonormal basis of $V$. The trace function satisfies the following properties:

1. $\operatorname{tr}(a A+b B)=a \operatorname{tr}(A)+b \operatorname{tr}(B)$, (linearity)
2. $\operatorname{tr}(A B)=\operatorname{tr}(B A)$,
3. $\operatorname{tr}(A B C)=\operatorname{tr}(C A B)$. (cyclic property)

The third property follows from the second one. Properties 2 and 3 are valid even when $A, B$, and $C$ are not square matrices.

The trace function is invariant under similarity transformations, that is, $\operatorname{tr}\left(M^{-1} A M\right)=\operatorname{tr}(A)$, where $M$ is an invertible matrix. This implies that the trace does not depend on the basis choice for the matrix representation of $A$.

A useful formula involving the trace of operators is

$$
\operatorname{tr}(A|\psi\rangle\langle\psi|)=\langle\psi| A|\psi\rangle
$$

for any $|\psi\rangle \in V$ and any $A$ in $V$. This formula can be easily proved using the cyclic property of the trace function.

Exercise A.14. Using the method of applying functions on matrices described in this section, find all matrices $M$ such that

$$
M^{2}=\left[\begin{array}{ll}
5 & 4 \\
4 & 5
\end{array}\right]
$$

## A. 14 Tensor Product

Let $V$ and $W$ be finite Hilbert spaces with basis $\left\{\left|v_{1}\right\rangle, \ldots,\left|v_{m}\right\rangle\right\}$ and $\left\{\left|w_{1}\right\rangle, \ldots\right.$, $\left.\left|w_{n}\right\rangle\right\}$, respectively. The tensor product of $V$ by $W$, denoted by $V \otimes W$, is an $m n-$ dimensional Hilbert space, for which set $\left\{\left|v_{1}\right\rangle \otimes\left|w_{1}\right\rangle,\left|v_{1}\right\rangle \otimes\left|w_{2}\right\rangle, \ldots,\left|v_{m}\right\rangle \otimes\left|w_{n}\right\rangle\right\}$ is a basis. The tensor product of a vector in $V$ by a vector in $W$, such as $|v\rangle \otimes|w\rangle$, also denoted by $|v\rangle|w\rangle$ or $|v, w\rangle$ or $|v w\rangle$, can be calculated explicitly via the Kronecker product, defined ahead. A generic vector in $V \otimes W$ is a linear combination of vectors $\left|v_{i}\right\rangle \otimes\left|w_{j}\right\rangle$, that is, if $|\psi\rangle \in V \otimes W$ then

$$
|\psi\rangle=\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j}\left|v_{i}\right\rangle \otimes\left|w_{j}\right\rangle
$$

The tensor product is bilinear, that is, linear in each argument:

1. $|v\rangle \otimes\left(a\left|w_{1}\right\rangle+b\left|w_{2}\right\rangle\right)=a|v\rangle \otimes\left|w_{1}\right\rangle+b|v\rangle \otimes\left|w_{2}\right\rangle$,
2. $\left(a\left|v_{1}\right\rangle+b\left|v_{2}\right\rangle\right) \otimes|w\rangle=a\left|v_{1}\right\rangle \otimes|w\rangle+b\left|v_{2}\right\rangle \otimes|w\rangle$.

A scalar can always be factored out to the beginning of the expression:

$$
a(|v\rangle \otimes|w\rangle)=(a|v\rangle) \otimes|w\rangle=|v\rangle \otimes(a|w\rangle)
$$

The tensor product of a linear operator $A$ in $V$ by $B$ in $W$, denoted by $A \otimes B$, is a linear operator in $V \otimes W$ defined by

$$
(A \otimes B)(|v\rangle \otimes|w\rangle)=(A|v\rangle) \otimes(B|w\rangle)
$$

A generic linear operator in $V \otimes W$ can be written as a linear combination of operators of the form $A \otimes B$, but an operator in $V \otimes W$ cannot be factored out in general. This definition can easily be extended to operators $A: V \mapsto V^{\prime}$ and $B: W \mapsto W^{\prime}$. In this case, the tensor product of these operators is of type $(A \otimes B):(V \otimes W) \mapsto\left(V^{\prime} \otimes W^{\prime}\right)$.

In quantum mechanics, it is very common to use operators in the form of external products, for example, $A=|v\rangle\langle v|$ and $B=|w\rangle\langle w|$. The tensor product of $A$ by $B$ can be represented by the following equivalent ways:

$$
\begin{aligned}
A \otimes B & =(|v\rangle\langle v|) \otimes(|w\rangle\langle w|) \\
& =|v\rangle\langle v| \otimes|w\rangle\langle w| \\
& =|v, w\rangle\langle v, w| .
\end{aligned}
$$

If $A_{1}, A_{2}$ are operators in $V$ and $B_{1}, B_{2}$ are operators in $W$, then the composition or the matrix product of the matrix representations obey the property

$$
\left(A_{1} \otimes B_{1}\right) \cdot\left(A_{2} \otimes B_{2}\right)=\left(A_{1} \cdot A_{2}\right) \otimes\left(B_{1} \cdot B_{2}\right)
$$

The inner product of $\left|v_{1}\right\rangle \otimes\left|w_{1}\right\rangle$ by $\left|v_{2}\right\rangle \otimes\left|w_{2}\right\rangle$ is defined as

$$
\left(\left|v_{1}\right\rangle \otimes\left|w_{1}\right\rangle,\left|v_{2}\right\rangle \otimes\left|w_{2}\right\rangle\right)=\left\langle v_{1} \mid v_{2}\right\rangle\left\langle w_{1} \mid w_{2}\right\rangle .
$$

The inner product of vectors written as a linear combination of basis vectors are calculated by applying the linear property in the second argument and the conjugatelinear property in the first argument of the inner product. For example,

$$
\left(\left(\sum_{i=1}^{n} a_{i}\left|v_{i}\right\rangle\right) \otimes\left|w_{1}\right\rangle,|v\rangle \otimes\left|w_{2}\right\rangle\right)=\left(\sum_{i=1}^{n} a_{i}^{*}\left\langle v_{i} \mid v\right\rangle\right)\left\langle w_{1} \mid w_{2}\right\rangle .
$$

The inner product definition implies that

$$
\||v\rangle \otimes|w\rangle\|=\||v\rangle\|\cdot\||w\rangle \| .
$$

In particular, the norm of the tensor product of unit-norm vectors is a unit-norm vector.

When we use matrix representations for operators, the tensor product can be calculated explicitly via the Kronecker product. Let $A$ be a $m \times n$ matrix and $B$ a $p \times q$ matrix. Then,

$$
A \otimes B=\left[\begin{array}{ccc}
a_{11} B & \cdots & a_{1 n} B \\
\ddots & \\
a_{m 1} B & \cdots & a_{m n} B
\end{array}\right]
$$

The dimension of the resulting matrix is $m p \times n q$. The Kronecker product can be used for matrices of any dimension, particularly for two vectors,

$$
\left[\begin{array}{l}
a_{1} \\
a_{2}
\end{array}\right] \otimes\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right]=\left[\begin{array}{l}
a_{1}\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right] \\
a_{2}\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right]
\end{array}\right]=\left[\begin{array}{l}
a_{1} b_{1} \\
a_{1} b_{2} \\
a_{2} b_{1} \\
a_{2} b_{2}
\end{array}\right] .
$$

The tensor product is an associative and distributive operation, but noncommutative, that is, $|v\rangle \otimes|w\rangle \neq|w\rangle \otimes|v\rangle$ if $v \neq w$. Most operations on a tensor product are performed term by term, such as

$$
(A \otimes B)^{\dagger}=A^{\dagger} \otimes B^{\dagger}
$$

If both operators $A$ and $B$ are special operators of the same type, as the ones defined in Sect. A.11, then the tensor product $A \otimes B$ is also a special operator of the same type. For example, the tensor product of Hermitian operators is a Hermitian operator.

The trace of a Kronecker product of matrices is

$$
\operatorname{tr}(A \otimes B)=\operatorname{tr} A \operatorname{tr} B
$$

while the determinant is

$$
\operatorname{det}(A \otimes B)=(\operatorname{det} A)^{m}(\operatorname{det} B)^{n}
$$

where $n$ is the dimension of $A$ and $m$ of $B$.
The direct sum of a vector space $V$ with itself $n$ times is a particular case of the tensor product. In fact, a matrix $A \oplus \cdots \oplus A$ in $V \oplus \cdots \oplus V$ is equal to $I \otimes A$ for any $A$ in $V$, where $I$ is the $n \times n$ identity matrix. This shows that, somehow, the tensor product is defined from the direct sum of vector spaces, analogous to the product of numbers which is defined from the sum of numbers. However, the tensor product is richer than the simple repetition of the direct sum of vector spaces. Anyway, we can continue generalizing definitions: It is natural to define tensor potentiation, in fact, $V^{\otimes n}$ means $V \otimes \cdots \otimes V$ with $n$ terms.

If the diagonal state of the vector space $V$ is $|\mathrm{D}\rangle_{V}$ and of space $W$ is $|\mathrm{D}\rangle_{W}$, then the diagonal state of space $V \otimes W$ is $|\mathrm{D}\rangle_{V} \otimes|\mathrm{D}\rangle_{W}$. Therefore, the diagonal state of space $V^{\otimes n}$ is $|\mathrm{D}\rangle^{\otimes n}$.

Exercise A.15. Let $H$ be the Hadamard operator

$$
H=\frac{1}{\sqrt{2}}\left[\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right]
$$

Show that

$$
\langle i| H^{\otimes n}|j\rangle=\frac{(-1)^{i \cdot j}}{\sqrt{2^{n}}}
$$

where $n$ represents the number of qubits and $i \cdot j$ is the binary inner product, that is, $i \cdot j=i_{1} j_{1}+\cdots+i_{n} j_{n} \bmod 2$, where $\left(i_{1}, \ldots, i_{n}\right)$ and $\left(j_{1}, \ldots, j_{n}\right)$ are the binary decompositions of $i$ and $j$, respectively.

## A. 15 Registers

A register is a set of qubits treated as a composite system. In many quantum algorithms, the qubits are divided into two registers: one for the main calculation from where the result comes out and the other for the draft (calculations that will be erased). Suppose we have a register with two qubits. The computational basis is

$$
|0,0\rangle=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right] \quad|0,1\rangle=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right] \quad|1,0\rangle=\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right] \quad|1,1\rangle=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] .
$$

A generic state of this register is

$$
|\psi\rangle=\sum_{i=0}^{1} \sum_{j=0}^{1} a_{i j}|i, j\rangle
$$

where coefficients $a_{i j}$ are complex numbers that satisfy the constraint

$$
\left|a_{00}\right|^{2}+\left|a_{01}\right|^{2}+\left|a_{10}\right|^{2}+\left|a_{11}\right|^{2}=1
$$

To help generalizing to $n$ qubits, it is usual to compress the notation by converting binary-base representation to decimal-base. The computational basis for two-qubit register in decimal-base representation is $\{|0\rangle,|1\rangle,|2\rangle,|3\rangle\}$. In the binary-base representation, we can determine the number of qubits by counting the number of digits inside the ket, for example, $|011\rangle$ refers to three qubits. In the decimal-base representation, we cannot determine what is the number of qubits of the register. This information should come implicit. In this case, we can go back, write the numbers in the binary-base representation and explicitly retrieve the notation. In the compact notation, a generic state of a $n$-qubit register is

$$
|\psi\rangle=\sum_{i=0}^{2^{n}-1} a_{i}|i\rangle
$$

where coefficients $a_{i}$ are complex numbers that satisfy the constraint

$$
\sum_{i=0}^{2^{n}-1}\left|a_{i}\right|^{2}=1
$$

The diagonal state of a $n$-qubit register is the tensor product of the diagonal state of each qubit, that is, $|\mathrm{D}\rangle=|+\rangle^{\otimes n}$.
Exercise A.16. Let $f$ be a function with domain $\{0,1\}^{n}$ and codomain $\{0,1\}^{m}$. Consider a 2-register quantum computer with $n$ and $m$ qubits, respectively. Function $f$ can be implemented by using operator $U_{f}$ defined in the following way:

$$
U_{f}|x\rangle|y\rangle=|x\rangle|y \oplus f(x)\rangle,
$$

where $x$ has $n$ bits, $y$ has $m$ bits, and $\oplus$ is the binary sum (bitwise xor).

1. Show that $U_{f}$ is a unitary operator for any $f$.
2. If $n=m$ and $f$ is injective, show that $f$ can be implemented on a 1-register quantum computer with $n$ qubits.

## Further Reading

There are many good books about linear algebra. For an initial contact, we suggest [11, 12, 37, 72]; for a more advanced approach, we suggest [36]; for those who have mastered the basics and are only interested in the application of linear algebra on quantum computation, we suggest [64].
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## B

ballistic, 28, 30
basis, 179, 196
Benioff, 145, 163
bilinear, 210
binary sum, 41, 103
binary vector, 105
binomial distribution, 18
bipartite graph, 165, 171
bitwise xor, 41
black box group, 193
black-box function, 40
Bloch sphere, 200
bound, 143
bra, 198
bra-ket, 198
bra-ket notation, 197

## C

canonical basis, 199
Cauchy-Schwarz inequality, 51
Cauchy-Schwarz inequality, 204
Cayley graph, 129
ceiling function, 183
Chebyshev polynomial of the first kind, 182, 188
chirality, 116
chromatic number, 123
class NP-complete, 6
classical bit, 200
classical discrete Markov chain, 20
classical Markov chain, 20
classical mixing time, 143
classical random walk, $17,32,65,123,143$, 165
classical robot, 145
closed physical system, 6
coin operator, 24, 122
coin space, 110
collapse, 10
complete bipartite graph, 174
complete graph, $21,145,161,166,184$
completeness relation, 130, 204
complex number, 127
composite system, 9
computational basis, 12, 85, 198
computational complexity, 39, 40
Computer Physics Communications, 81
conjugate-linear, 196, 205, 211
continuous-time Markov chain, 31, 33
continuous-time model, 33, 37
continuous-time quantum walk, 33, 37
counting algorithm, 63
counting problem, 39
cycle, $85,121,130$

## D

dagger, 205
decoherence, 200
degree, 21, 102, 121
detection problem, 183
detection time, 192
diagonal representation, 10, 203
diagonal state, 41, 95, 103, 110, 199, 212, 213
diagonalizable, 203
diagonalize, 88
digamma function, 159
dimension, 196
dimensionless, 68
discrete model, 24
discrete-time model, 24
discrete-time quantum walk, 24,165
distance, 139
download, 28

## E

edge, 121
eigenvalue, 175, 203
eigenvector, 175, 203
electron, 4
encapsulated postscript, 82
energy level, 76
entangled, 9
equilibrium distribution, 168
Euler number, 159
evolution equation, 67, 96
evolution matrix, 22
evolution operator, $41,115,122,174$
expected distance, $17,19,65$
expected position, 19
expected time, 165
expected value, $11,81,166$

## F

factorial function, 136
fidelity, 148
finding problem, 183
finite lattice, 121
finite two-dimensional lattice, 122
finite vector space, 196
flip-flop, 77
Fortran, 27
Fourier, 77

Fourier basis, 67, 68, 87, 96, 105, 128
Fourier transform, 65, 67, 85, 87, 97, 105

## G

Gaussian distribution, 19
generalized Toffoli gate, 41, 56
generating matrix, 31
generating set, 129
global phase factor, 11, 200
gnuplot script, 82
graph, 165, 180
group character, 129
Grover, 63, 77
Grover coin, 95, 103, 113
Grover matrix, 103
Grover's algorithm, 39, 145, 175

## H

Hadamard, 77
Hadamard operator, 66
half-silvered mirror, 7
Hamming distance, 102
Hamming weight, 107, 113, 135
Henry Gould, 36
Hermitian operator, 206
Hilbert space, 197
hitting time, 165, 192
Hydrogen atom, 76
hypercube, $85,102,121,122,128,130$

## I

imaginary unit, 33
infinite vector space, 196
infinitesimal, 31
initial condition, 123
inner product, 195, 196
inner product matrix, 173
invariant, 79, 80
inverse Fourier transform, 75
isolated physical system, 5

## J

Java, 27
Julia Kempe, 37

## K

kernel, 176, 201
ket, 13, 198, 213
Kronecker delta, 198
Kronecker product, 211

L
language C, 27
Las Vegas algorithm, 59
Latin letter, 199
Laurent series, 188
law of excluded middle, 5
lazy random walk, 143
left singular vector, 176
left stochastic matrix, 21
limiting distribution, 22, 85, 92, 112, 123, 140, 142, 143, 168
limiting probability distribution, 121
linear operator, 201
loop, 22, 161, 169

## M

Maple, 27, 34
Mario Szegedy, 192
marked element, 40
marked vertex, 169
Markov chain, 165
Markov inequality, 60
Mathematica, 27, 34
matrix representation, 95, 202
measurement in the computational basis, 12 , 14
mixing time, $85,112,121$
modulus, 127
Monte Carlo algorithm, 59
multiplicity, 203

## N

natural logarithm, 20
neighborhood, 167
non-biased coin, 74
non-biased walk, 75
non-bipartite, 123
non-orthogonal projector, 206
non-searched vertex, 146
norm, 197
normal, 205
normal distribution, 19
normalization condition, 66, 76, 104
normalization constant, 68
normalized vector, 197
north pole, 200
nullity, 201
nullspace, 201

## 0

observable, 10
optimal algorithm, 39, 50
optimality, 63
oracle, 40
orthogonal, 197
orthogonal complement, 197, 206
orthogonal projector, 10, 206
orthonormal, 197
orthonormal basis, 87
outer product, 198

## P

parity, 92, 93
partial measurement, 14
Pauli matrices, 207
periodic boundary condition, 94
Perron-Frobenius theorem, 192
phase, 11
phase estimation, 63
position standard deviation, 19
positive definite operator, 206
positive operator, 206
postulate of composite systems, 9
postulate of evolution, 6
postulate of measurement, 10
probabilistic classical bit, 200
probability amplification, 59
probability amplitude, $23,66,74$
probability distribution, 11, 17
probability matrix, 21, 168
program QWalk, 28, 37, 81, 83
projective measurement, 10, 126
projector, 183, 190
promise, 40
Python, 27

## Q

quantization, 23
quantize, 31
quantum algorithm, 7
quantum computation, 196
quantum expected distance, 17
quantum hitting time, 165, 171, 180, 181
quantum mechanics, 196
quantum mixing time, 142,143
quantum random walk, 24
quantum robot, 145
quasi-periodic, $121,124,140$
qubit, 9, 199
query, 40

## R

random number generator, 59
randomized algorithms, 149
randomness, 24
rank, 201
rank-nullity theorem, 201
recursive equation, 22
reduced evolution operator, 89,117
reduced operator, 128
reflection, 173
reflection operator, 42, 147, 173
register, 9, 40, 212
regular graph, 102, 121, 145
relative phase factor, 11
renormalization, 14
reverse triangle inequality, 53
reversibility, 41
right singular vector, 176
right stochastic matrix, 168

## S

Sage, 27
Schrödinger equation, 7
Schrödinger's cat, 6
search algorithm, 39
searched vertex, 146
self-adjoint operator, 206
shift operator, $24,66,86,94,102,103,122$
similar, 203
similarity transformation, 209
singular value decomposition, 175
singular values and vectors, 175
south pole, 200
spatial search, 35
spatial search problem, 145
spectral decomposition, 46, 110, 123, 175
spin, 4, 71, 76
spin down, 4
spin up, 4
standard deviation, 11, 65, 80, 85
standard evolution operator, 66, 86, 95, 104
standard quantum walk, $74,122,146,175$
state, 3, 199
state space, 5
state vector, 5, 199
state-space postulate, 5,10
stationary distribution, 123, 165, 166, 168
Stirling's approximation, 20, 36
stochastic, 126
stochastic matrix, 21
subspace, 197
symmetric probability distribution, 74
symmetrical, 139
sync function, 188

## T

target state, 147
Taylor series, 32
tensor product, 9, 195, 210
three-dimensional infinite lattice, 65
time complexity, 122
time evolution, 6
topology, 145
torus, $85,94,145$
total variation distance, 139
trace, 209
transition matrix, 21, 168
transpose-conjugate, 205
triangle inequality, 51, 139
Tulsi, 163, 192
two-dimensional infinite lattice, 65
two-dimensional lattice, 85,128 , 130, 145

## U

uncertainty principle, 14
uncoupled quantum walk, 78
uniform distribution, 166
unit vector, 197, 199
unitary operator, 205
unitary transformation, 6
universal quantum computation, 37

## V

valence, 21
vector space, 195
vertex, 121

## W

wave function, 72
wave number, 68
wavefront, 91
Windows, 82

## X

xor, 213

## Z

zero matrix, 202

