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Research on self-control: An
integrating framework

A. W. Logue
Department of Psychology, State University of New York at Stony Brook,
Stony Brook, N.Y. 11794-2500

Abstract: The tendency to choose a larger, more delayed reinforcer over a smaller, less delayed one has frequently been termed "self-
control. " Three very different research traditions - two models emphasizing the control of local contingencies of reinforcement
(Mischel's social learning theory and Herrnstein's matching law) and molar maximization models (specifically optimal foraging theory)
- have all investigated behavior within the self-control paradigm. A framework is proposed to integrate research from all three
research areas. This framework consists of three parts: a procedural analysis, a causal analysis, and a theoretical analysis. The
procedural analysis provides a common procedural terminology for all three areas. The causal analysis establishes that, in all three
research traditions, self-control varies directly with the current physical values of the reinforcers; that is, choices increase with
reinforcer amount and decrease with reinforcer delay. But self-control also varies according to past events to which a subject has been
exposed, and according to current factors other than the reinforcers. Each of the three models has therefore incorporated these
indirect effects on self-control by postulating unobservable mechanisms. In all three cases, these mechanisms represent a subject's
behavior as a function of a perceived environment. The theoretical analysis demonstrates that evolutionary theory can encompass the
research from all three areas by considering differences in the adaptiveness of self-control in different situations. This integration
provides a better and more predictive description of self-control.

Keywords: evolutionary theory; impulsiveness; matching law; optimal foraging theory; reinforcement; self-control

This target article concerns choices between larger, more
delayed reinforcers and smaller, less delayed reinforcers.
A choice of a larger, more delayed reinforcer over a
smaller, less delayed reinforcer has frequently been
termed self-control both in research with humans (e.g.,
Burns & Powers 1975; Navarick 1982) and in research
with other species (e.g., Ainslie 1974; Eisenberger et al.
1982; Grosch & Neuringer 1981; Rachlin & Green 1972).
These same researchers refer to a choice of a smaller, less
delayed reinforcer over a larger, more delayed reinforcer
as impulsiveness. In this sense, choosing a piece of cake
available now over a whole cake available one month from
now is an example of impulsiveness, whereas choosing
the whole cake is an example of self-control. Self-control
and impulsiveness as defined here are particular types of
choice behavior.

The purpose of the present paper is to present a
framework for integrating research on self-control arising
from what at first appear to be several disparate scientific
traditions: the cognitive, behavioral, biological, and eco-
nomic sciences. Because there are both advantages and
disadvantages to the definitions of self-control and im-
pulsiveness described above, however, their use must
first be justified.

1. Advantages and disadvantages of these
definitions

The disadvantages are, first, that some researchers refer
to the examination of the choices described above as the

study of delay of gratification (see, e.g., W. Mischel
1981a). Research on delay of gratification and research on
self-control may therefore seem more dissimilar than
they actually are.

A second disadvantage is that the terms self-control and
impulsiveness mean more to some researchers and peo-
ple without research training than simply choices be-
tween larger, more delayed and smaller, less delayed
reinforcers. For example, self-control has been used to
describe situations in which a subject (a) persists with a
repetitive task although faced with distraction (Patterson
& W. Mischel 1975), (b) changes the subject's own behav-
ior through changing the influences that regulate that
behavior (i.e., self-reinforcement, see Goldfried & Mer-
baum 1973; Skinner 1953), (c) does not engage in behav-
ior motivated by anger (Kagan 1984), or (d) tolerates
aversive stimuli in return for a large reinforcer (Kanfer &
Goldfoot 1966). Impulsiveness has been used to describe
situations in which a subject responds quickly, and inac-
curately, when several solutions to a problem are avail-
able (Kagan & Kogan 1970; Kagan etal. 1964). Although it
is possible to redefine all of these indicators of self-control
and impulsiveness as choices between larger, more de-
layed and smaller, less delayed reinforcers, the re-
searchers who have formulated these other definitions
may feel that the translation is inexact.

The last disadvantage is that the terms self-control and
impulsiveness may increase anthropomorphism when
used with nonhuman subjects. Although an-
thropomorphism should be avoided in any scientific pur-

ffi 1988 Cambridge University Press 0140-525X188 $5.00+.00 665



Logue: Self-control

suit, the use of a term relevant to an experimenter's
personal experience can help to generate ideas for experi-
ments. For example, self-control research has used
pigeons to investigate the effects on self-control of "doing
something else" (Grosch & Neuringer 1981; Logue &
Pena-Correal 1984) and "fun thoughts" (Grosch & Neu-
ringer 1981).

An advantage to using these definitions of self-control
and impulsiveness is that they are operational, making
them easy to use in the laboratory. In addition, both
inside and outside the laboratory, the words self-control
and impulsiveness provide a quick and simple way to
refer to the types of choices of concern here.

Research on self-control as defined here can also con-
tribute to many areas of laboratory research and vice
versa. Note that two basic properties of reinforcers,
reinforcer amount and reinforcer delay, are integral to
this research. This means that work on self-control is
relevant for studies as well as models of the effects of
reinforcer amount and reinforcer delay, even though
those studies and models are not specifically designated
as relating to a self-control paradigm. Conversely, all
choice research in which either reinforcer amount or
reinforcer delay is varied is relevant to describing and
predicting self-control. Research on memory, the effect
of past events on current behavior (Catania 1984), is also
relevant, including research on the effects of past events
during the response-reinforcer delays.

A further advantage is that these definitions encompass
behaviors frequently exhibited in nature. For example,
some clinicians state that many clinical problems are self-
control problems; that many clients seek therapy because
they keep performing a behavior (such as yelling at their
spouses) which has some immediate rewards, but which
is not the best strategy in the long run (see, e.g., Gold-
fried & Merbaum 1973; Wilson & O'Leary 1980). Lack of
self-control has also been used to explain criminality
(Wilson & Herrnstein 1985), depression (Rehm 1984),
and pain behavior (Ainslie 1987). Some of the most
striking examples of self-control and impulsiveness in
nature concern food selection. For instance, children or
adults may have to decide whether to eat a candy bar now
or dinner later. Another type of food choice that is
prevalent among the members of many species is the
choice about where to forage when one place is further
away but has the better food source. Such a choice can
become a question of survival when there is little overall
food available to the individual making the choice (Logue
1986, Chap. 8).

The fact that these definitions allow self-control to be
examined both in humans and other species carries two
additional advantages. The first is a practical advantage. A
particular research question may be investigated with
whichever species appears the easiest to work with to
obtain lawful, relevant data. The second advantage is that
species differences in choice behavior, including any
effects of human verbal behavior, can be examined within
a self-control paradigm.

Finally, there is much variability both within and
between individuals in the extent to which self-control
and impulsiveness as defined here are shown. This is true
not only for humans, but for nonhumans as well; indi-
vidual variability has posed serious problems for quan-

titative investigations of self-control in the laboratory
(see, e.g., Ainslie 1974; Millar & Navarick 1984; Navarick
1982; Solnick et al. 1980). The definitions therefore cir-
cumscribe a rich area in which to investigate the determi-
nants of individual differences in choice behavior.

In summary, although self-control and impulsiveness
may not be everyone's ideal terms for describing choices
between larger, more delayed reinforcers and smaller,
less delayed reinforcers, they are popular among many
researchers, have operational definitions, suggest ideas
for experiments, quickly summarize sometimes complex
choice situations, are relevant to many research areas as
well as to choices frequently encountered in nature, and
encourage the investigation of species and individual
differences. This target article will therefore use these
terms exclusively, with self-control referring only to the
choice of a larger, more delayed reinforcer over a smaller,
less delayed reinforcer and impulsiveness referring to the
opposite.

2. The framework

The framework consists of three parts: a procedural analy-
sis, a causal analysis, and a theoretical analysis. Each
reveals the similarities among different areas of research
on self-control. I will first present the procedural analysis
and then use it to classify models of self-control into two
general types: local delay models and molar maximization
models. This classification will be used in each of the two
following subsections on the causes of self-control, name-
ly, self-control when it is a direct function of the current
physical values of the reinforcers, and self-control when it
is not a direct function of the current physical values of the
reinforcers. The effects that investigations of these two
types of causes have had on the development of the two
types of models will be discussed. In particular, the
second type of cause emphasizes the need for formal
models of self-control to incorporate past experience, as
well as reinforcers of varying sizes and delays. For the
theoretical analysis, I will suggest the use of evolutionary
theory, considering which behavior is likely to maximize
an individual's survival (especially to best prevent starva-
tion) and predicting self-control or impulsiveness for a
particular species or situation. (Inclusive fitness, Hamil-
ton 1964a, 1964b, is the usual measure for current evolu-
tionary models, but it can be approximated by individual
survival, McNamara & Houston 1982, 1987.) In other
words, evolutionary theory will be used as an overarching
theory to encompass all of the self-control data and
models. Finally, the conditions under which each model
is most applicable will be delineated.

3. The procedural analysis

Consistent with the definitions of self-control and im-
pulsiveness given above, any choice in a paradigm in
which self-control is investigated can be characterized by
the use of four distinct time periods. In Figure 1 (the self-
control paradigm), given a particular choice t, there is a
period of time during which choice responses are made
(Cj). Cj is followed by a prereinforcer delay period (Dit the
time between the end of the choice period and the start of
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Figure 1. Time periods given a particular choice, i, in the self-
control paradigm.

access to reinforcement) and then by a period of access to
reinforcement (Af). After Aj, there may or may not be a
postreinforcer delay period (rj; the time between the end
of access to reinforcement and the start of the next Cj).
Together, Cj, D{, A;, and T{ determine overall reinforcer
frequency [Ff; 1/(C; + D; + A; + T{) = Ff]. Hence if one of
the four periods in Figure 1 is varied, Ff can only remain
constant when there is a corresponding adjustment in
another of the periods in Figure 1.

It should be apparent from Figure 1 that it is necessary
to investigate whether or not each of the four time periods
described, as well as Fi ; affects self-control. Different
models have concentrated on the effects of different time
periods. These models can be classified into two broad
categories: (1) local delay models, in which Df but not Tt is
assumed to be influential; and (2) global or molar max-
imization models, maximization of total received rein-
forcement, in which all time periods in Figure 1 are taken
into account.

3.7. Local delay models

For local delay models, although the primary determi-
nants of choice behavior in the self-control paradigm are
assumed to be Dt and Af, Fs may also affect choice so that
there is some influence by a molar variable. However, Cj
and Tt by themselves are not influential; hence subjects
do not always respond so as to maximize total reinforce-
ment over entire experimental sessions. Two major mod-
els of this type have been used to describe behavior in the
self-control paradigm: Mischel's social learning theory (a
qualitative model) and Herrnstein's matching law (a
quantitative model).

3.1.1. Mischel's social learning paradigm. Over the past
25 years, Mischel and his colleagues have performed
many experiments examining the effects of a large
number of different variables on self-control in children
(see W. Mischel 1966; 1974; 1979; 1981a; 1981b; 1984 for
reviews). Prior to 1970, these researchers assessed self-
control by simply asking children to express their prefer-
ence between a larger, more delayed reinforcer and a
smaller, less delayed reinforcer. The children indicated
their preference by recording their choices in a booklet
(see W. Mischel, 1966, for a summary of many of these
experiments). In 1970 (Mischel & Ebbesen 1970), be-
cause of their increasing interest in the effects of events
during the delay intervals and their desire to study
situations that were as realistic as possible, Mischel and
his colleagues began to study actual choices and actual
waiting time for a larger, more delayed reinforcer. In
these experiments, an experimenter (E) first determines
a child's preference between two snacks (i.e., two values
of Aj) and then leaves the room after instructing the child
how to signal E to return. The children are also told that if
they make the signal (terminating D{> there is no separate
Cj in this procedure), they will receive a less preferred

snack. However, if the child waits and does not make the
signal, E will eventually return and the child will then
receive a more preferred snack. The measure of self-
control is how long the child waits. Only one choice
opportunity is given, so Tj and Ff are irrelevant.

3.1.2. Herrnstein's matching law. Experiments on the
matching law are conducted in an operant conditioning
laboratory paradigm and usually use pigeons as subjects.
These experiments typically present subjects with two
response alternatives for Cf. Choosing either alternative
delivers a reinforcer of a particular Aj and/or D,. Variable-
interval (VI) schedules are often used to determine which
responses actually result in a reinforcer. Many reinforcers
are received in a single session. The subjects are often
exposed to a variety of AjS and D;s with many sessions of
exposure to each variation. A preprogrammed apparatus
that removes the experimenter from direct contact with
the subject during a session presents the response alter-
natives and the reinforcers.

Although the operant laboratory paradigm does not
easily lend itself to the investigation of variables such as
the influence of the experimenter on the subject, it does
avoid any unconscious influence of the experimenter on
the subject. In addition, because reinforcer delivery is
precisely and automatically controlled, because each sub-
ject makes many choices, and because Cf and Df are not
confounded, it is easier to investigate the quantitative
relation between responding and reinforcement. This
paradigm involves actual choices and actual waiting time,
similar to the naturalistic procedure used by Mischel and
his colleagues since 1970.

3.2. Molar maximization models

An alternative approach is to consider all of the time
periods in Figure 1. Models that do this assume that
organisms use this information to choose the alternative
that maximizes the total amount of reinforcement re-
ceived over the entire time period under consideration
while at the same time minimizing energy output per unit
time spent obtaining reinforcers (see, e.g., Houston &
McNamara 1985; Kamil & Sargent 1981; Menzel &
Wyers 1981; Pyke et al. 1977). These are therefore
referred to as "molar maximization," or simply "max-
imization" models. Organisms are assumed to maximize
because in the past this has been most likely to result in
survival, thus wedding molar maximization theories to
biology.

When the reinforcers consist of food, molar maximiza-
tion is usually referred to as optimal foraging theory. Most
optimal foraging models use energy as their unit of
analysis (for alternative types of optimal foraging models,
in which time is minimized rather than energy being
maximized, and in which reward variability as well as
reward mean are influential, see Caraco & Chasin 1984;
Caraco & Lima 1985; Killeen et al. 1981; Maynard Smith
1978; Schoener 1971). These models involve mathe-
matical equations, often extremely complex ones, that
include energy obtained by foraging and energy used by
locomotion and metabolic functions (see Pyke et al. 1977,
for a review). These models are analogous to the earning
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and spending of money. Obtained food can be thought of
as income (as can A{), and energy expended in order to
obtain that food can be thought of as cost (as can C{, Dj,
and Tj). Many researchers have accordingly examined
optimal foraging research in the context of the termi-
nology and the theoretical framework of economics (see,
e.g., Allison 1981; Collier 1982; Hursh 1980; Lea 1978).
Through integration with the theoretical framework of
economics, models developed to describe and predict
optimal foraging can be applied to choice situations usu-
ally confined to the field of economics - for example,
choices between different amounts of money (i.e., differ-
ent AjS). The integration of optimal foraging theory with
economic theory thus makes optimal foraging theory
applicable to a wider range of situations, and potentially
more useful as a general model for self-control.

Optimal foraging theory is particularly well suited for
investigating food choice in naturalistic settings. Because
its unit of analysis is energy, it has no difficulty with
choices that are to some extent asymmetrical, for exam-
ple, a choice between chocolate cake at the top of ten
flights of stairs and chocolate ice cream on an island in the
middle of a lake. As long as the differences between the
alternatives can be reduced to a difference in total energy
to be gained from either alternative, the choice can be
encompassed in optimal foraging theory. Recent molar
maximization models have incorporated the economic
concepts of substitutability and complementarity in order
to better describe and predict choices between qualita-
tively different foods and drinks (see Hursh 1984; Rachlin
et al. 1981).

3.3. Conclusion

The present paper will accordingly focus on the research
collected in the context of three models for choice in the
self-control paradigm: two local delay models (Mischel's
social learning theory and the matching law) and molar
maximization models (specifically, a version of optimal
foraging theory). Any of the research paradigms used in
these three areas of research can be characterized by the
time periods in Figure 1. Although other models have
sometimes been applied to choices between reinforcers
of varying amounts and delays (e.g., Fantino's delay
reduction model, 1981; Gibbon's scalar expectancy theo-
ry, 1977; Kahneman & Tversky's decision theory, 1984
[see Rachlin et al. 1986, for an application of this theory to
self-control]; and Killeen's incentive theory, 1985 [see
Snyderman 1983a, for application of this theory to self-
control]), the latter models have not been specifically
designed for the self-control paradigm and they have
been applied to relatively small amounts of data directly
concerned with self-control. One of these models may yet
turn out to provide a better description of self-control
than any of the three to be discussed here; however, the
point of the present paper is not to discover the best of
these models for specific situations, but to illustrate how
research on self-control can be integrated by showing the
similarities between three very different research areas.
The present discussion will accordingly be limited to
Mischel's approach, the matching law, and optimal forag-
ing theory.

4. The causal analysis I: Self-control as a direct
function of the current physical values of the
reinforcers

The effects on self-control of varying the sizes of Df and At
have been investigated from both a local delay perspec-
tive and a molar maximization perspective. Many of the
results obtained have been similar, although the models
constructed from these data have differed.

4.1. Local delay models

4.1.1. Mischel's social learning paradigm. According to
research performed using Mischel's procedures, children
are more likely to wait when they are waiting for a more
preferred rather than a less preferred reinforcer (Crooks
1977; Herzberger & Dweck 1978). They are less likely to
wait the longer the time until the experimenter's sched-
uled return (W. Mischel & Grusec 1967). These findings
appear to hold for most children.

4.1.2. Herrnstein's matching law. The first operant condi-
tioning experiments on Af and D{ found that responses
were more frequent as the resulting Ats were increased,
and were less frequent as the resulting D(s were in-
creased. Data supporting this conclusion were collected
using both nonhuman animals (see, e.g., Ainslie 1975;
Chung & Herrnstein 1967; de Villiers 1977; Deluty et al.
1983) and adult humans (Millar & Navarick 1984; Nava-
rick 1982; Solnick et al. 1980). Burns and Powers (1975),
working with two children aged 9 and 10, obtained
opposite results with Df. However, Burns and Powers
used only two subjects and their results may have been
confounded by order effects.

Another basic finding in an operant conditioning self-
control paradigm is that of preference reversal: the rever-
sal of a choice of a larger, more delayed reinforcer over a
smaller, less delayed reinforcer when the choice is made
at a time nearer to receipt of the smaller, less delayed
reinforcer (see, e.g., Ainslie & Herrnstein 1981; Green et
al. 1981; Kagel & Green 1987). For example, at 11 P.M.,
many people set an alarm, indicating a choice of getting to
work on time instead of sleeping late. However, at 7 A. M .,
these same people prefer to sleep late.

All of these data can be described using a version of
Herrnstein's (1970) quantitative model of choice, the
matching law:

BR ARDL ' (1)

In this equation BL and BR represent the number of
responses (i.e., behavior, B) on two (left and right) re-
sponse alternatives, respectively. AL, AR, DL, and DR
represent the amount (magnitude) and prereinforcer de-
lay of a given reinforcer available for responses on those
alternatives, respectively (Baum & Rachlin 1969; de Vil-
liers 1977). Equation 1 assumes that relative reinforcer
preference, B.L/BR, is equivalent to relative reinforcer
value, with the number of choices for each reinforcer
equal to a direct function of the value of that reinforcer. In
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Figure 2. Hypothetical gradients of the value of two reinfor-
cers as a function of time: a larger reinforcer received later in
time, and a smaller reinforcer received earlier.

other words, Equation 1 assumes that Bf = f(Vj) and, in
this case, that {(V{) = A/D/.

Figure 2 indicates some of the implications of Equation
1. This figure, derived from Equation 1, is a hypothetical
diagram of the value of two separate reinforcers as a
function of time (see Ainslie 1975). The two vertical solid
lines represent the times at which a smaller, less delayed
reinforcer (the left vertical line) and a larger, more de-
layed reinforcer (the right vertical line) are received. The
height of each vertical line represents Af. The curves
indicate how the values of these reinforcers decrease as
one moves backward in time, to the left, increasing the
DjS. The sizes and shapes of these functions are such that
they cross. Earlier in time, prior to this crossover point
(e.g., at point 1), the larger, more delayed reinforcer has
greater value. Later in time, after the crossover point but
before receipt of the smaller, less delayed reinforcer (e.g.
at point 2), the smaller, less delayed reinforcer has great-
er value. These characteristics of the functions account for
the preference reversals described above.

There is one set of findings that is in contrast with
Equation 1 and Figure 2. The matching law states that
behavior varies as a function of the relative, not the
absolute, value of reinforcement. In other words, the
preference between reinforcers that are delayed 4 s
versus 2 s should be the same as the preference between
reinforcers that are delayed 8 s versus 4 s, because in each
case reinforcer delays are in the ratio 2/1. Yet research
has shown that preference does change when the absolute
but not the relative values of D{, Ait or Fs are increased
(Logue & Chavarro 1987; Williams & Fantino 1978). Such
effects can be minimized, however, by limiting the range
over which the absolute values of the reinforcer param-
eters are varied. Unfortunately, there is as yet no model
better than Equation 1 for describing these data (Logue &
Chavarro 1987).

4.2. Molar maximization

Many researchers have described what has been called
the classical optimal foraging model for situations involv-
ing a choice between two types of prey (see, e.g., Char-
nov 1976; Houston & McNamara 1985; Krebs et al. 1983;
Pulliam 1974). According to this model, each of the two
prey types can be described using three parameters: for a

Logue: Self-control

particular prey type t, \{ (the rate at which the prey is
encountered in the environment, here F{), ht (the time
taken to prepare the prey for consumption, i.e., handling
time, here Ci and Df), and ei (the gross energy gained by
consuming the prey minus the energetic costs of obtain-
ing the prey, here A;). The profitability of a particular
prey type is then defined as ej\ (remarkably similar to
Aj/Dj in the matching law, Equation 1). If prey type 1 is
more profitable than prey type 2, this model predicts that
type 1 will always be chosen over type 2 unless

e 2

In other words, prey type 1 will always be chosen over
prey type 2 unless the time between encounters of type 1
prey is large with respect to the differences in gross
energy gained and handling time required for type 1 as
compared to type 2 prey. Houston and McNamara (1985)
also developed their own version of optimal foraging
theory which, instead of energy gain, emphasizes mini-
mizing the probability of starvation.

Optimal foraging theory has been successfully applied
to choices between a larger, more delayed and a smaller,
less delayed reinforcer. For example, Collier (1982) has
described experiments in which, when many responses
were required to obtain any meal, chickens or cats chose
to wait several days and eat a large meal rather than eat
several smaller, less delayed meals. In another experi-
ment, rats chose a long Df when that alternative required
fewer responses. Together, these experiments show that
nonhuman subjects will choose to wait for reinforcers
under some conditions. In particular, in both experi-
ments, choosing to wait involved less total energy expen-
diture and resulted in molar maximization. As another
example, Schoener (1979) has summarized optimal forag-
ing theory and research on the effect of distance to prey
(treated here as Df) on size of prey taken (As). The specific
predictions differ depending on whether or not the pred-
ator must (and can) transport the captured prey, but all of
the results conform to a model in which the prey chosen
results in maximum energy intake with minimum energy
expenditure. Specifically, Schoener states that in the case
of birds bringing insects (all easily transported) to the
birds' young in their nest, molar maximization predicts
that at greater distances larger insects should be chosen,
and that this prediction has been confirmed.

In general, in a self-control paradigm, maximization
predicts that a larger, more delayed reinforcer will always
be chosen over a smaller, less delayed reinforcer (i.e.,
self-control will be shown). But, depending on the partic-
ular version of optimal foraging theory used, such a
prediction can be contingent on the frequency of the
reinforcers, the energy involved in making each choice,
the energy state of the organism doing the choosing, and
whether the subject can detect both reinforcers at the
same time (see Houston & McNamara 1985; Krebs &
McCleery 1984). For example, Killeen et al. (1981) have
summarized findings suggesting that organisms will (at
least under some conditions) choose a smaller food source
over a larger one if the expected time until food consump-
tion is thereby decreased so that, in the long run, total
food intake is maximized.
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5. The causal analysis II: Self-control not a direct
function of the current physical values of the
reinforcers

The findings described so far have been those that were
fairly constant across individuals. In those experiments,
behavior was a direct function of the physical charac-
teristics of the reinforcers. However, there have been
many other experiments on self-control in which behav-
ior has varied both within and between individuals. In
these experiments behavior was not a direct function of
the physical characteristics of the reinforcers, but was a
function of other aspects of the environment or the
particular subject being tested. In other words, in these
experiments there was regularity in the data, but that
regularity involved variables other than the physical
characteristics of the reinforcers. Such findings have
challenged models of self-control, necessitating similar
changes in those models, and thus lessening their
differences.

5.7. Local delay model I: Mlschel's social learning
paradigm

5.1.1. Variation in self-control independent of the present
situation. Some subjects in the Mischel social learning
paradigm show more self-control than others, even
though all are exposed to the same current situation. For
example, experiments have found that, in general, older
children are more likely to wait than are younger ones.
Miller et al. (1978) obtained more self-control in third-
grade children than in kindergartners. Sarafino et al.
(1982) likewise found more self-control in fourth-graders
than in kindergartners. On the other hand, Crooks (1977)
and Schwarz et al. (1983) found no differences between 10
to 12- as compared with 6 to 7-year-old children, and 5-
compared with 3-year-old children, respectively. H. N.
Mischel and W. Mischel (1983) found that children began
to express knowledge of behaviors associated with delay-
ing, such as engaging in distracting activities, at about age
5 (metacognition). Taken together, these studies indicate
a transition to greater delaying behavior (in the Mischel
paradigm) that usually occurs around the age of 5 years.

Even within a given age group, there are some children
who show more self-control than others. Mischel has
found that these differences in self-control may be predic-
tive of other, later, individual characteristics. Pre-
schoolers who were better able to wait for the larger
reinforcer were also reported by their parents as being
more socially competent when the children became
juniors and seniors in high school (W. Mischel 1983).

5.1.2. Variation in self-control as a function of present
factors other than the physical values of the reinfor-
cers. Various types of events and activities during the D{s
also affect self-control. For example, both of the findings
described above, the relationship between age and self-
control, and consistent individual differences in self-
control, may be related to self-verbalization (talking to
oneself). Many studies have found that the type of self-
verbalization in which a child engages during the Dfs is
associated with how long the child delays (see, e.g.,
Anderson & Moreland 1982; Kanfer & Zich 1974; Kendall

1977; Kendall & Finch 1976; 1978; O'Leary 1968; Toner
et al. 1979; Toner & Smith 1977). In general, these
studies find that if children make statements during the
Di that repeat the long-Dj reinforcer contingency, they
are more likely to wait for that reinforcer. In addition,
children will wait longer for a food reward if they are told
either to think about something other than food during
the delay or to think about a food other than the one for
which they are waiting (W. Mischel & Baker 1975). On
the other hand, instructions to think about the consum-
matory properties of the reinforcer, such as the soft sweet
taste of a marshmallow, decrease waiting (Moore et al.
1976; Yates & W. Mischel 1979). Consistent with this
research on self-verbalization, W. Mischel and Moore
(1980) have found that viewing slides of a larger, more
delayed reinforcer increases waiting, whereas actually
seeing either the larger, more delayed reinforcer or the
smaller, less delayed reinforcer decreases waiting (W.
Mischel & Ebbesen 1970). As children age, they may get
better at performing the types of behaviors that increase
self-control. In addition, some children may be better at
self-verbalization than others.

5.1.3. The model. Mischel and his colleagues have devel-
oped a model that describes all these data. According to this
model, any behavior that focuses on the motivational, con-
summatory qualities of the reinforcers ("hot thoughts")
increases the frustration of delay of reward and the aver-
siveness of the situation and decreases waiting time,
whereas behavior that focuses on other types of informa-
tion about the choices ("cool thoughts") has the opposite
effect (see W. Mischel, 1981b, for a discussion and review
of the data supporting this model). According to Mischel,
as children grow older, they acquire verbal strategies and
other behaviors that prevent a focus on the consummato-
ry aspects of reinforcers during the delays to those rein-
forcers. Consequently, older children are more likely to
wait for a larger but more delayed reinforcer. Differences
in self-verbalization and metacognition may be responsi-
ble for many of the individual differences in self-control
described above for the Mischel paradigm. Mischel has
dealt with the problem of differential response to non-
differential reinforcers by postulating changes in chil-
dren's mental representations of events (i.e., thoughts),
changes that are influenced by changes in cognitive capa-
cities (W. Mischel 1981a; see also Copeland 1983; Press-
ley 1979).

5.2. Local delay model II: Herrnsteln's matching law

5.2.1. Variation in self-control independent of the present
Situation. First, orderly differences in self-control be-
tween subjects tested in an operant conditioning para-
digm have been observed as a result of previous experi-
mental history. The initial experiment of this type was
conducted by Mazur and Logue (1978; see Figure 3 for a
diagram of the procedure). Mazur and Logue first pre-
sented pigeons with a choice between 6 s of food delayed
6 s, and 2 s of food delayed 6 s. Under these conditions,
the pigeons always chose the larger (6 s) reinforcer. Then
that choice was gradually "faded" (see Ferster 1953;
Holland 1960; Terrace 1966), over 11,000 trials, to a
choice between 6 s of food delayed 6 s and 2 s of food
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Figure 3. Diagram of a typical trial of the fading procedure
used to increase self-control in pigeons. Each box represents
one stage within a trial. The small square at the top of each box
indicates the color of the overhead illumination: white (W),
green (G), or red (R). The circles represent the response keys,
and the letters in the circles indicate the colors of the keys. The
rectangle in the bottom part of each box represents the food
hopper. The arrows show the effect of a peck on one of the keys.
The x-sec delay was initially 6 s, and was gradually faded to .11 s.

delayed 0.1 s. The pigeons that had been exposed to this
fading procedure continued to choose the larger, more
delayed reinforcer in most instances. However, pigeons
that had been exposed only to the initial and final choices
without the intervening fading experiences were virtually
always impulsive, choosing the smaller, less delayed
reinforcer in most instances. The fading must be gradual
in order to increase self-control (Logue et al. 1984), but its
effects can last for at least one year (Logue & Mazur 1981).
Perhaps past experience is responsible for some of the
variability seen in both self-control experiments with
human subjects and those with nonhuman subjects. Con-
sistent with this view, Eisenberger and his colleagues
(Eisenberger & Adornetto 1986; Eisenberger & Master-
son 1986; Eisenberger et al. 1982) have found that pre-
vious exposure to Ds or effort required to obtain reinforce-
ment increases both rats' and children's tendency to
choose a reinforcer that is larger but more delayed or a
reinforcer that is larger but requires more effort, respec-
tively.

A second finding is that, at least in pigeons, level of food
deprivation does not appear to affect impulsiveness. As
food deprivation is increased, pigeons will approach the
food hopper more quickly and increase their nocturnal
responding to obtain more food, but they will not de-
crease their impulsiveness (Logue et al. 1988; Logue &
Pena-Correal 1985; these results might be different with
other species and in other situations, see Christensen-
Szalanski et al. 1980; Collier 1982; Eisenberger et al.
1982; McSweeney 1974; 1975; Snyderman 1983b; Wong
1984). Equation 1 and Figure 2 are consistent with Logue
and Pena-Correal's (1985) findings. If it is assumed that
deprivation level increases or decreases all reinforcer
values by the same percentage, the relative heights of the
curves in Figure 2 would remain constant and relative
preference, as represented by BL/BR, would likewise
remain constant.

5.2.2. Variation in self-control as a function of present
factors other than the physical values of the relnfor-
cers. Aspects of the current experimental procedure
other than the physical characteristics of the reinforcers
can also affect self-control. First, as in Mischel's experi-
ments, presenting some sort of stimulus during the D{s
seems to help maintain responding (Lattal 1984). This was
shown specifically in the self-control paradigm by Grosch
and Neuringer (1981) and Logue and Mazur (1981).
However, if the stimulus is the reinforcer itself, again
similar to Mischel's work, self-control decreases (Grosch
& Neuringer 1981).

Still another similarity to Mischel's results is that the
opportunity to make a response during the long delay
increases self-control (Grosch & Neuringer 1981; Logue
& Pena-Correal 1984). A special case of this finding is a
procedure in which the subject can change its choice
while waiting for the reinforcers. Ainslie (1974) and
Rachlin and Green (1972) originally studied this type of
procedure as part of their investigations of precommit-
ment (see Figure 4 for their procedure). Pigeons are first
given a choice between pecking two response keys.
Pecking one key leads, after a delay, to the usual self-
control choice. Pecking the other key leads, after a delay,
to the opportunity to peck only the key associated with
the larger, more delayed reinforcer. In essence, then,
this latter path involves a precommitment to choosing the
larger, more delayed reinforcer. In both Ainslie's and
Rachlin and Green's studies, the pigeons showed self-
control more frequently when they could commit them-
selves in advance to a later choice of the larger reinforcer,
substantially before either reinforcer was to be received
(i.e., when they could commit themselves to the larger
reinforcer at point 1 on Figure 2).

Logue and Pena-Correal (1984) examined precommit-
ment by giving their pigeons the opportunity during the
delay to the larger reinforcer to change their choice to the
smaller reinforcer (Figure 5 diagrams this procedure). In
addition, Logue and Pena-Correal exposed their pigeons
to a fading procedure in which a choice between an
immediate larger reinforcer and an immediate smaller
reinforcer was gradually faded to a choice between a
delayed larger reinforcer and an immediate smaller rein-
forcer. The results showed that at the end of the fading
procedure the pigeons made as many initial larger rein-
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Figure 4. Diagram of a typical trial of a procedure used to
study precommitment in pigeons. The overhead light and key
lights are illuminated white (W), yellow (Y), blue (B), green (G),
or red (R). The procedure is similar to that depicted in Figure 3,
except that prior to the self-control choice the pigeons have the
opportunity to preeommit themselves to the larger, more de-
layed reinforcer.

forcer choices as did the fading-exposed pigeons of Logue
et al. (1984) and Mazur and Logue (1978). However,
during the Dfs to the larger reinforcer, many of Logue and
Pena-Correal's pigeons changed their choices, ultimately
receiving the smaller reinforcer. It therefore appears that
the lack of an opportunity for the previously fading-
exposed pigeons to change their choices (i.e., precommit-
ment) was responsible for their showing self-control.

Finally, the distribution of pigeons' as well as humans'
choices in the self-control paradigm tends to vary accord-
ing to the particular schedules that deliver the reinforcers
for responses on the two response alternatives. When the
reinforcers are delivered according to continuous rein-
forcement schedules (e.g., Logue & Pena-Correal 1984;
Logue et al. 1986, Experiment 1), the subjects tend to
pick their most preferred alternative each time. When
the reinforcers are programmed according to two inde-
pendent variable-interval schedules (e.g., Logue et al.
1984, Experiment 2; Logue et al. 1986, Experiments 2-
5), responses tend to be distributed over the two alter-
natives in proportion to the value of the reinforcers. The

schedule that results in the most equal responding be-
tween the two alternatives is a nonindependent concur-
rent VI VI schedule (Stubbs & Pliskoff 1969). In this
schedule, each time an interval times out in a single VI
schedule, the resulting available reinforcer is randomly
assigned half the time to the left alternative and half the
time to the right. Thus, the subject must repeatedly
switch between responding on the two alternatives in
order to receive reinforcement. It is not surprising there-
fore that the least differential responding is obtained with
this schedule (Chavarro & Logue 1988; Logue & Chavar-
ro 1987; Logue et al., submitted; Rodriguez & Logue
1986).

5.2.3. Model modifications. None of the between- or
within-subject variability outlined above can be de-
scribed by the original matching law (Equation 1). Logue
et al. (1984) proposed a modification of the matching law
that could describe these findings:

D
(2)

where k is a free parameter that represents response bias
to choose the left alternative when k is greater than 1.0, or
the right alternative when k is less than 1.0, and the
exponents sA and sD are two other free parameters that

Lwj
©Trial N+1®

Figure 5. Diagram of a typical trial used to study the effect on
self-control of responding during reinforcer delays. Each box
represents one stage within a trial. The small square at the top of
each box indicates the color of the overhead illumination: white
(W), green (G), or red (R). The circles represent the response
keys, and the letters in the circles indicate the colors of the keys.
The rectangle in the bottom part of each box represents the food
hopper. The arrows show the effect of a peck on one of the keys.
The x-s delay was initially . 11 s, and was gradually faded to 6 s.
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represent the subject's sensitivity to relative variation in
A, and D{, respectively (see Davison 1982; for an alter-
native, although largely untested, model for describing
variation in self-control see Herrnstein 1981). An expo-
nent greater than 1.0 indicates that any change in the
corresponding reinforcer ratio is reflected in an even
larger change in the response ratio. The opposite is true if
the exponent is less than 1.0; in the most extreme case, if
the exponent is equal to 0.0, changes in the correspond-
ing reinforcer ratio have no effect on response prefer-
ence. The ratio sA/sD measures sensitivity to Aj relative to
sensitivity to Dt. A subject whose behavior is controlled
more by Ass than by DjS, that is, whose exponent ratio is
greater than 1.0, would be more likely to wait for the
larger reinforcer than a subject whose exponent ratio is
less than 1.0. Equation 2 is a version of Baum's (1974b)
generalized matching law (see Green & Snyderman 1980;
Hamblin & Miller 1977; Hunter & Davison 1982;
Schneider 1973; Todorov 1973, for other similar equa-
tions). It expresses choice as power functions of the actual
AjS and Dts of the reinforcers.

Figure 6 can help to illustrate the effects of the expo-
nents in Equation 2. In the top panel, sA = sD = 1.0
(equivalent to Equation 1; see Figure 2). In the middle
panel, sA < sD. Now the curves decrease more quickly,
and the crossover point shifts to the left. The time period

TIME
Figure 6. Hypothetical gradients of the value of two reinfor-
cers as a function of time. The top panel is identical to Figure 2.
The middle panel shows the same situation when reinforcer
value declines more quickly as a function of delay. The bottom
panel shows the same situation when reinforcer value declines
more slowly as a function of delay.

over which the curve for the smaller reinforcer is higher
than that for the larger reinforcer is now longer; there is a
longer time period over which impulsiveness will be
shown; impulsiveness is now shown at both times 1 and 2.
In the bottom panel, the opposite is true: sA > sD. Now
the curves decrease less quickly, and the crossover point
shifts to the right. Self-control is now shown at both points
1 and 2.

Logue et al. (1984) found that Equation 2 provided an
accurate, consistent description of the self-control behav-
ior of pigeons trained using the fading procedure and of
pigeons which did not receive this training (see Table 1).
With two different methods of obtaining the exponents,
pigeons with fading-procedure exposure tended to have
ratios of sA/sD that were greater than 1.0, other pigeons
tended to have ratios that were less than 1.0, and indi-
vidual fading-exposed pigeons showed similar ratios.
Thus Equation 2 operates similarly to the power functions
used in psychophysics (Stevens 1975). In that field too,
stable individual differences have been shown in the
exponents of the power functions relating judgments of
magnitude to actual physical magnitude (see, e.g., Gray
1985; Hellman 1981; Logue 1976).

All the data described above in which self-control in
pigeons and humans was not a direct function of the
physical characteristics of the reinforcers can be de-
scribed using Equation 2. Manipulations that increase
self-control are expressed as higher values of sA/sD and
vice versa. In addition, manipulations that result in great-
er or less differential responding between the two alter-
natives can be expressed by changes in the absolute
values of sA and sD. For example, schedules that result in
fairly equal responding between the two alternatives tend
to produce relatively low values for both exponents
(Chavarro & Logue 1988; Logue & Chavarro 1987; Logue
et al., submitted; Rodriguez & Logue 1986; see Wiest &
Bell 1985, for a summary of how experimental procedures
can affect the exponents of Stevens' power functions).

Equation 2 makes an assumption that has been success-
fully investigated and confirmed: that amount and delay
of reinforcement are independent in the sense that
changes in the ratio of one should not affect the exponent
of the other. Rodriguez and Logue (1986) exposed
pigeons to all possible combinations of four A, ratios and
four D; ratios. They found that Af and D{ do indeed exert
independent effects on behavior.

The generalized matching law appears to provide a
good description of a variety of data from experiments in
which the subjects choose between reinforcers of varying
AjS and Dfs. It is particularly well suited for situations in
which behavior is not a direct function of the actual
physical characteristics of the reinforcers, that is, dif-
ferences in choice between reinforcers of varying Ats and
D;S that arise between subjects or for the same subject in
different situations. The exponents modify a basic model
such that, with these modifications, behavior may at
times be more or less sensitive to the environment. The
generalized matching law fits choice data collected with
many different types of species and in many different
types of situations, including naturalistic situations in-
volving groups of subjects and/or 24-hour sessions, and
situations in which reinforcer frequency is varied and/or
negative reinforcement is used (see, e.g., Baum 1972;
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Table 1. Values of sAlsDfor pigeons with and without
self-control training (fading procedure exposure)

Experiment (and
method") Subject** sA/sD

Fading-exposed subjects

Logue et al.
(1984, 1A) (C)

Logue et al.
(1984, 2) (S)

Logue et al.
(1984, IB) (C)

Mazur & Logue
(1978) (C)

100
101
102

median

100
101
102

median

104
105
106
107

median

46
291
492
127

median

Nonfading-exposed subjects

Ainslie & Herrn-
stein (1981) (C)

Green et al.
(1981) (C)

Logue et al.
(1984, 2) (S)

1
2
3
4
5
6

median

11
12
13
14

median

67
56
61
62

median

2.7
1.8
1.5
1.8

3.4
1.7
1.5
1.7

0.7
1.5
3.1
1.4
1.4

1.3
1.1
1.3
1.5
1.3

0.8
1.2
0.6
1.2
0.7
0.7
0.8

0.4
0.3
0.3
0.3
0.3

0.6
0.9
0.8
1.4
0.9

"The values of sA/sD were calculated either by the crossover
point method (C), or by the slopes method (S) (see Logue et al.
1984).
bThe following subjects never chose more small than large re-
inforcers in discrete-trial procedures, and so their values of
sA/sD calculated using the crossover point method are under-
estimates: 46, 291, and 5.

1974a; 1979; Conger & Killeen 1974; de Villiers 1977;
Logue 1983; Logue et al. 1988; Logue & de Villiers 1978).
For example, Houston (1986) found that the generalized
matching law provided a good description of the behavior
of pied wagtails foraging in the wild.

5.3. Molar maximization

5.3.1. Species differences. Although the generalized
matching law has had many successes, there are some
situations of relevance to the self-control paradigm for
which molar maximization appears to provide a better
quantitative description. For example, the generalized
matching law has had some difficulty in describing varia-
tion in self-control and variation in sensitivity to At and Di

as a function of the species being tested. More specifical-
ly, in contrast to experiments with nonhumans, the only
laboratory experiments that have consistently reported
impulsiveness in humans have used either children
(Burns & Powers 1975) or negative reinforcement with
adults (Navarick 1982; Solnick et al. 1980). Both of the
studies with adults used escape from loud noise as the

Figure 7. Diagram of the aluminum panel used in Logue et
al.'s (1986) experiments. G, W, and R indicate the colors green,
white, and red, respectively. Rod pushes toward a lit disc
occasionally result in the illumination of the hole in which the
button is located (reinforcement access). Each press of the
button when the hole is illuminated increments the counter by
one point. The lights above the panel illuminate the chamber.
The green light is illuminated during left-reinforcer delays and
access times, the red light during right-reinforcer delays and
access times, and the white light at all other times.
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Figure 8. The proportion of responses made to the side that
received the small reinforcer for each of the conditions (AL, AR,
DL, DR) in Logue et al. (1986) in which the choice was between a
larger, more delayed reinforcer and a smaller, less delayed
reinforcer. The shaded bars show the predictions of the original
version of the matching law, Equation 1, which provides a good
description of the behavior of pigeons. The open bars represent

the obtained mean proportions. The vertical lines depict one
standard error on each side of the mean. The dashed line
represents equal preference for rod pushes to either side, a
proportion of .50. Results are shown for the groups of subjects in
Experiments 1, 2, and 5 (N = 4 in each case), but individually for
the subjects in Experiment 4 (Subjects 13, 14, and 15), because
each subject was exposed to different conditions.

reinforcer, and both obtained basic confirmation of the
matching law only when data were averaged over large
groups of subjects. Millar and Navarick (1984) were able
to obtain impulsiveness in only 40% of their subjects
when a positive reinforcer (access to a video game) was
used.

Logue et al. (1986) reported the results from five
experiments in which female humans were given the
same choices between reinforcers of varying amounts and
delays as were given by Logue et al. (1984) to pigeons.
The human subjects pushed a rod to gain access to a
button that delivered points exchangeable for money
following the session (see Figure 7 for a diagram of the
apparatus). In contrast to results with pigeons and the
original matching law (Equation 1), subjects exposed to
conditions in which the choice was between a larger,
more delayed and a smaller, less delayed reinforcer
tended to show self-control (see Figure 8). In addition,
the subjects chose a greater proportion of the larger,
more delayed reinforcers than was predicted by either
the original matching law or the generalized matching law
with its three free parameters estimated from each indi-
vidual subject's own previous data (see Table 2). Appar-
ently, under at least some conditions in a self-control
paradigm, the generalized matching law fits well when
three free parameters can be fitted to a subject's data, but
it does not fit well when predictions are made using free
parameters based on previous data from the same
subject.

In postsession questionnaires all of Logue et al. 's (1986)
human subjects reported following maximization strat-
egies. The subjects stated that they attempted to estimate
the durations of the events occurring during the experi-
ments through various counting techniques, and then,
based on that information, to follow the strategy that
would obtain the most total points during a session
(similar to Levine's, [1975] hypothesis testing and per-
haps H. N. Mischel & W. Mischel's [1983] description of
metacognition). In general, the subjects' behavior in
Logue et al.'s (1986) experiments did tend to result in
their receiving more total reinforcement than they would
have received had they followed the matching law.
Therefore the data, as well as the subjects' own reports,
suggested that the subjects were following a maximiza-

tion strategy during the experiments and that this behav-
ior was based on their verbal abilities and histories. This
conclusion is consistent with the results from several
other operant conditioning experiments with adult hu-
mans and children suggesting that human subjects fre-
quently maximize when choosing between reinforcers of
varying sizes and delays (King & Logue 1987; Mawhinney
1982; Miller et al., in press; Navarick 1986; Rodriguez &
Logue 1988); and that the presence or absence of covert
or overt verbal behavior can have an effect on perfor-
mance in laboratory operant conditioning experiments
(Baron & Galizio 1983; Lippman & Meyer 1967; Lowe,
Harzem & Bagshaw 1978; Lowe, Harzem & Hughes
1978; Matthews et al. 1985; Matthews et al. 1977;
Mawhinney 1982; Shimoff et al. 1981).

5.3.2. Perceptual and response constraints. Lowe (1979;
1983) has suggested that what human subjects say to
themselves is critical to how they behave on schedules of
reinforcement. This verbal behavior affects the perceived
contingencies of reinforcement. According to Lowe, it is

Table 2. Predicted and obtained proportions of responses for
small reinforcers for the last two conditions of Logue et al.

(1986, Experiment 4)

Small
Small + Large R o d P u s h e s

Predictions

Subject and
condition
(AL,AR,DL,DR)

Original
matching
law

Generalized
matching
law

Actual
obtained data

Subject 13
10,2,6.4,.1
2,10,.l,6.4

Subject 14
10,2,2,. 1
2,10,. 1,2

Subject 15
10,5,12.5,. 1
5,10,. 1,12.5

.92

.92

.78

.78

.98

.82

.82

.96

.96

.81

.81

.38

.40

.41

.40

.66

.58
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these perceived contingencies that control behavior
rather than the actual contingencies.

This analysis implies that the behavior of nonverbal
children and nonverbal adults will be more similar to the
behavior of nonhumans than will the behavior of verbal
children and verbal adults. These implications appear to
be supported by the available data. With fixed-interval
schedules only, the responding of young, preverbal chil-
dren, as compared with older children and adults, is
similar to the responding of pigeons (Bentall et al. 1985;
Lowe et al. 1983), and instructions can increase the
similarity of the responding of verbal children to that of
adults (Bentall & Lowe 1987). In addition, among pre-
school children, boys show significantly less self-control
than do girls (Chavarro & Logue 1987; Metzner & Mis-
chel 1962, cited in Maccoby & Jacklin 1974; Walsh 1967),
consistent with girls' more rapid acquisition of some types
of verbal skills (Maccoby & Jacklin 1974). Perhaps the
colored overhead delay lights necessary to the self-con-
trol shown by Logue et al.'s fading-exposed pigeons
(Logue & Mazur 1981) serve a function similar to adult
humans' verbal behavior. In both cases the subjects may
be receiving "reminders" (or conditioned reinforcers, see
Cronin 1980) of the reinforcer to come. Hence the fading-
exposed pigeons behave more similarly to humans than
do the pigeons not exposed to the fading procedure.

Just as the generalized matching law can describe some
cases of increased self-control, maximization theory does
have a way to accommodate cases in which subjects, such
as pigeons and young children, consistently do not max-
imize. For example, it can describe the finding that
pigeons not exposed to the fading procedure will repeat-
edly pick the smaller, less delayed reinforcer even though
these choices result in less total received reinforcement.
Maximization theory does this by postulating that the
time over which an organism can integrate a series of
events (the organism's "memory window," "time win-
dow," or "time horizon," Cowie 1977; Killeen 1982;
Krebs & Kacelnik 1984; Lea 1981; Rachlin 1982; Staddon
1983, chap. 6) is less than the Dl to the larger reinforcer.
In most experiments on self-control with nonhuman sub-
jects it appears very difficult to obtain integration of
events over more than a few seconds. There are many
examples of pigeons and rats being very sensitive to Df as
compared with more molar variables such as F{ (see Dunn
& Fantino 1982; Hall-Johnson & Poling 1984; Hineline
1970; Lea 1979; Logue et al., in press; Logue & Pena-
Correal 1985; Logue et al. 1985; Mazur 1981; 1986;
McDiarmid & Rilling 1965; Moore 1979; 1982; Morris
1986; Poling et al. 1987; Shull et al. 1981; Thomas 1981;
1983; Timberlake 1984). If the time window is indeed
very short in nonhuman subjects then, functionally, such
a subject's choice in a self-control paradigm is between a
smaller reinforcer now or no reinforcer at all. Timberlake
et al. (1987) have recently argued that there may be no
single time horizon - that the time horizon differs de-
pending on the situation in which the organism is placed.
More specifically, Timberlake et al. found that rats were
able to anticipate food that was delayed 64 min, but their
current responding was suppressed only when food was
delayed by no more than 16 min.

These examples illustrate that maximization can de-
scribe much nonoptimal behavior by assuming that orga-

nisms make choices maximizing reinforcement within
their perceptual and response constraints. There has
been some quantitative modeling of the effects of such
constraints on optimal behavior (see e.g., Houston &
McNamara 1984; Kacelnik & Houston 1984; Staddon
1980), thus modifying the direct function relating behav-
ior with the physical characteristics of the reinforcers.

5.3.3. Effects of experience. Many of the original molar
maximization models assumed that subjects have perfect
knowledge of their environment - a simplifying, although
clearly incorrect, assumption. Recently, similar to Mis-
chel's social learning theory and the generalized match-
ing law, these models have had to include the effects of
experience on subjects' behavior by showing how the
models change as the subjects gain information about
their environments. For example, Houston and McNa-
mara's (1988) model uses Bayes' theorem and posterior
probabilities of reward to express these changes in knowl-
edge. (For other examples of how the effects of learning
are incorporated in molar maximization models see Corn-
ell 1976; Dow & Lea 1987; Green 1980; Hughes 1979;
Krebs et al. 1983; Oaten 1977; Pietrewicz & Richards
1985.) Current molar maximization models do attempt to
incorporate the constraints resulting from subjects lack-
ing perfect knowledge.

6. The causal analysis: Summary of effects

Figure 9 summarizes the effects on self-control that have
been discussed here. The choice between reinforcers of
varying AjS and DjS is a function of all of these different
factors. Many of the effects in Figure 9 concern behavior
that is not a direct function of the current physical values
of reinforcers: changes in self-control as a result of past
experience, changes in self-control as a result of present
aspects of the environment, and changes in self-control as
a result of various physiological constraints.

Investigations of all three of these models have identi-
fied similar effects on self-control. Hence the models

Current Actual Physical Values ot the Reinforcers
Amount
Delay

Prereinforcer
Postreinforcer

Probability
Rate

Other Aspects of the Current Situation
Delay Activities

Distracting Responses
Hot vs. Cool Thoughts
Precommitment

Delay Stimuli
Deprivation
Type of Reinforcer Schedule

Factors Independent of the Current Situation
Species
Individual Differences Within a Species

Age
Experience
Self-Verbalization
Other Perceptual and Response Constraints

Figure 9. Summary of the factors affecting self-control that
have been described in this target article.
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themselves also have similarities, and these similarities
have been increasing. From the beginning, all three
models have agreed that, all else being equal, larger, less-
delayed reinforcers should be chosen. More specifically,
the two quantitative models - the matching law and
molar maximization - are both based on the assumption
that behavior is a function of Aj/Dj. Subsequently, the
three models have also had similar ways of dealing with
behavior that is not a direct function of the physical
characteristics of the reinforcers. Mischel's social learn-
ing theory, as well as much of the rest of cognitive theory
(see, e.g., Roitblat 1982), has dealt with such variation in
self-control by postulating changes in cognitive "repre-
sentations" (W. Mischel 1981a; 1981b). The generalized
matching law, on the other hand, has described such data
with changes in the values of the exponents in Equation 2.
Molar maximization has also been able to describe some
of these types of effects by postulating changes in sub-
jects' perceptual and response constraints, as exemplified
by postulating differences in subjects' time horizons.

All these modifications serve to describe changes in
sensitivity to reinforcement as a result of factors other
than the current physical values of the reinforcers. In
effect, all three models have postulated an unobserved
translation of actual into "perceived" reinforcement, as
well as postulating various constraints that may be pre-
sent affecting the organisms' perception of reinforcement
(Gray 1985). All the models are thus ways of expressing
perception. The exponents in the generalized matching
law and the time window concept in molar maximization
are attempts to express quantitatively this lack of one-to-
one relationship - essentially, they are quantitative ex-
pressions of the cognitive concept, perceived reinforce-
ment. Perception is used here as a hypothetical, unobser-
vable construct that simply represents the observable
influence of various factors on the relationship between
behavior and reinforcers. The concept of perceived rein-
forcement has resulted from the lack of an isomorphism
between reinforcement and behavior.

The use of the concept of perception as an expression of
constraints on subjects' sensitivity to the environment is
not new. For example, as described above, researchers
studying human operant conditioning have been using
this concept to help describe some of the lack of corre-
spondence between behavior and the current environ-
ment that seems to be so prevalent with human subjects.
It may be a general characteristic of the development of
behavioral scientific models that they must eventually
address effects that are not a direct function of the current
physical characteristics of the environment, in a way
analogous to chemists' explaining "molar physical proper-
ties of substances in terms of internal states, such as the
valence of atoms; polarization of molecules, and so on"
(Killeen 1984, p. 28).

In all three cases, as the models moved away from
simply stating behavior as a function of current measured
reinforcer characteristics, they became able to describe
more data, but perhaps they also became harder to
disprove. For example, maximization's time windows can
be expanded and contracted to fit a variety of experimen-
tal results, and Mischel's mental representations can
likewise vary according to whatever data are obtained. As
was shown by Logue et al.'s (1986) data (see Table 2),

when the generalized matching law is simply fitted to a
current set of data with its three free parameters, it is able
to fit the data well. It was not until these free parameters
were used to predict a new set of data that the generalized
matching law did poorly. In these models, then, the
improvement in descriptiveness has not necessarily been
accompanied by an improvement in their predictiveness.

The three models frequently make similar predictions.
For example, all three would predict that any manipula-
tion that would make time to reinforcement seem to go
faster (represented as a focus on nonconsummatory men-
tal representations in Mischel's model, as relatively lower
values of sD in the generalized matching law, and as a
larger time-window in maximization) should increase
self-control. This is not surprising, because in many
respects the generalized matching law is a quantitative
version of Mischel's model; the generalized matching law
describes a continuous quantitative function between
behavior and local parameters of reinforcement, and
Mischel's model simply describes which reinforcer
should be chosen given particular local parameters of
reinforcement. Furthermore, once the time-window
concept is taken into account, the generalized matching
law and maximization make identical quantitative predic-
tions for the self-control paradigm. The local delay mod-
els have been modified in order to describe more molar
effects, and molar maximization has been modified in
order to describe local effects.

7. The theoretical analysis

This causal analysis has demonstrated that sometimes
organisms show self-control and sometimes they are im-
pulsive. The three different models have therefore all had
to develop ways of describing and predicting this variable
behavior. All have had to describe the effect of the
physical values of the reinforcers and, because this was
insufficient, to incorporate the effects of other stimuli,
experience, and constraints on self-control. Different
models have focused on different factors, but all have
developed enough flexibility to be able to describe most
instances of self-control and impulsiveness. For example,
Mischel's social learning theory did this through the use
of hot and cool thoughts, the matching law through the
use of free-parameter exponents, and molar maximization
through the use of the time-window. The question re-
mains, however, whether there might be some mecha-
nism, common to all of the models, that is responsible for
whether self-control or impulsiveness is shown.

Evolutionary theory can provide such a mechanism. It
has already proven useful in some areas of behavior
analysis and learning (see, e.g., Pierce & Epling 1984;
Revusky 1985) as well as perception (Shepard 1984), and
it is a theme that occurs repeatedly in the work on self-
control. Because work on self-control frequently involves
choices between food reinforcers of different sizes and
delays, the question of which alternative will better
sustain survival and/or maximize total food intake is
inevitable. Evolutionary theory is therefore already a part
of all three of the models.

For example, aspects of Mischel's social learning theo-
ry may have an evolutionary basis; his hot and cool
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thoughts may be physiologically adaptive. It has recently
been shown that, at least in some people, the sight of food
causes insulin to be released, which can increase hunger,
and it has been suggested that this insulin release may be
conditioned so that it follows previously neutral stimuli'
(Rodin 1981). Hence any stimuli, such as Mischel's hot
thoughts, that would be expected to cause the insulin
release, would also be expected to decrease the ability to
wait for food. If an organism's species evolved in an
environment lacking in abundant food sources, it is adap-
tive that food be taken whenever it is available, and that
stimuli closely associated with food's energy-providing
qualities increase the probability of food consumption.
Therefore, to maximize survival, choice behavior should
vary according to both hot and cool thoughts.

Evolutionary theory is integral to molar maximization,
which arises from biology. Organisms are assumed to
survive better if they maximize over long periods of time,
unless constraints prevent them from doing so. Some
researchers (e.g., Herrnstein & Vaughan 1980; Houston
& McNamara 1988) have argued that many organisms
often fail to maximize but follow the matching law be-
cause matching frequently results in maximization and is
a relatively simple behavioral rule that requires less
cognitive ability to follow than does maximization. In
other words, these researchers are arguing that natural
selection would be more likely to select for a simple rule
or rules that often result in maximization than for a
complex set of rules that always result in maximization
(see also Krebs et al. 1983).

To identify the common mechanism in these models, it
is helpful to consider whether there could be situations in
which impulsiveness might be adaptive. There are at
least two such situations. First, there are cases in which
an organism will die unless it receives a certain amount of
food within a relatively short period of time (the lethal
boundary effect; Barnard et al. 1985; Houston &
McNamara 1985; Stephens 1981). An example of such
adaptive impulsiveness comes from the work of Caraco
(1983; Caraco et al. 1980), who showed that food-de-
prived sparrows and juncos were more likely to choose a
"risky" alternative that delivered sometimes a large
amount of food and sometimes a small amount rather than
a "sure thing," an alternative that always delivered a
medium amount of food. Second, there are cases in which
the environment is not constant (Barnard et al. 1985;
Houston & McNamara 1988; Kagel, Green & Caraco
1986), and thus waiting for the larger reinforcer is un-
likely to result in receipt of that reinforcer. There are
several ways such a situation might arise. For example,
suppose a bear chooses to wait for the berries on a large
bush to ripen rather than going to the other side of the
mountain where there is a small bush that has ripe berries
now. During the delay period, the bear might be inter-
rupted because it had to go find a mate, or because it was
killed by a hunter, and thus may not end up being able to
eat the ripe berries. During this same period the semi-
ripened berries might be eaten by birds, or they might be
destroyed in a big storm. Finally, the ripe berries might
or might not appear at the end of the waiting period (the
berries on some bushes do not ripen no matter how long
you wait).

Self-control would be adaptive when immediate food

intake is unnecessary, and long-term survival is of para-
mount importance (Christensen-Szalanski et al. 1980). In
addition, if the environment is so constant that an orga-
nism can be sure of what reinforcers will be available and
when, then it is adaptive to wait, if waiting brings more
food (Menzel, submitted).

According to the above analysis, then, evolution should
have resulted in self-control and impulsiveness exhibited
according to the organism's needs and the characteristics
of its environment. For natural selection to operate in this
manner, however, the conditions described above must
have occurred repeatedly over many generations. Un-
adaptive behavior in an unusual laboratory situation is not
a disproof of the evolutionary basis of impulsiveness and
self-control. For example, the fact that pigeons are appar-
ently insensitive to variation in postreinforcer delays in
the laboratory is not necessarily a problem for the pigeon
in its natural environment. In the laboratory it is possible
to vary D{ independently of F{ by varying Tt, and this is
done frequently in experiments on self-control using an
operant conditioning paradigm (e.g., Ainslie 1974;
Ainslie & Herrnstein 1981; Green et al. 1981; Logue &
Mazur 1981; Logue & Pena-Correal 1984; Logue et al.
1984; Logue et al. 1986; Mazur & Logue 1978). However,
in the wild, a reinforcer that has a longer Df may be less
frequent overall as well. Therefore, in the wild, in many
cases, organisms may have been able to maximize rein-
forcement and to survive quite well by being sensitive
only to Dj and Fv A time window that does not encompass
TjS may be a significant handicap for pigeons only in the
artificial laboratory.

Table 3. Evolutionary mechanisms common
to the impulsiveness and self-control

predicted by the three models

Model

Examples of
models'
descriptions of
subjects

Evolutionary
mechanism

Situation A: Impulsiveness

Mischel's social hot thoughts
learning theory

increased survival
if:

(1) need
Herrnstein's relatively great reinforcer for

matching law sensitivity to D( immediate
survival

Molar maximiza- small time (2) environment
tion window not constant

Situation B: Self-control

Mischel's social cool thoughts increased survival
learning theory if:

Herrnstein's relatively great (1) long-term
matching law sensitivity to A, survival most

essential
Molar maximiza- large time (2) environment

tion window constant
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Table 3 summarizes both how the three models would
typically describe subjects showing self-control or im-
pulsiveness, and the evolutionary mechanism that might
underlie these descriptions. Note that according to this
analysis neither self-control nor impulsiveness is "good"
in any absolute, adaptive, sense. What is adaptive de-
pends on the particular situation for a particular orga-
nism. Organisms may therefore have evolved to show
self-control in some types of situations but impulsiveness
in others.

To predict whether an organism is likely to show self-
control or to be impulsive in a particular situation, it is
accordingly necessary to have some knowledge, or some
inferred knowledge, of its evolutionary history - the
kinds of situations to which it has been exposed over past
generations. For example, one could predict that a spe-
cies such as the pigeon, whose survival depends on
constant intake of food because of a high metabolic rate,
whose food supply is variable, and which does not have to
stop foraging during the night, should be consistently
impulsive (Houston & McNamara 1988).

8. Conclusion

The investigation of self-control has proven to be a re-
search area in which seemingly disparate lines of research
- social learning theory, operant conditioning, econom-
ics, and evolutionary theory - can come together under
one integrating framework. Research in all of these areas
can be described by a common procedural terminology
and has involved the investigation of similar causes of self-
control, calling for models with similar principles and
requiring similar modifications. Further, this research
has generated findings that can all be explained by a
common underlying evolutionary mechanism.

Given this underlying mechanism, each of the three
models can be seen as predicting what behavior will
maximize survival within a self-control paradigm. How-
ever, each model emphasizes different stimuli as control-
ling this behavior: The matching law makes quantitative
predictions as a function of pre- but not postreinforcer
delay; Mischels social learning theory is similar to the
matching law but is not quantitative and is concerned
with thoughts - or conditioned stimuli - arising from
previous experience with food; and optimal foraging theo-
ry makes quantitative predictions as a function of both
pre- and postreinforcer delay.

The descriptiveness and predictiveness of each of these
models in a particular situation are therefore determined
by the constraints that a subject brings to that situation.
Organisms' behavior is a function of the perceived, and
not necessarily the actual, physical characteristics of the
reinforcers. These perceptions are a function of the sub-
ject's phylogeny and ontogeny, as well as of the current
environment. If, for whatever reason, a subject is sen-
sitive to pre- but not postreinforcer delays, such as is
usually the case with pigeons but not humans, then the
matching law provides a powerful description of the
subjects' behavior. If, on the other hand, a subject is
sensitive to both pre- and postreinforcer delays, then
maximization is more powerful. Finally, if the subject has
verbal behavior, and particularly if instructions are given
concerning this verbal behavior, then Mischels model

can also be useful. Other models representing other types
of constraints may prove helpful in addition to the three
discussed here. Similarly, in the field of perception itself,
evolutionary theory has been suggested as a framework
for understanding why subjects' behavior conforms to
different models of perception under different condi-
tions, with perception describing the constraints on the
subjects' behavior (Shepard 1984).

There has been an increasing need to model quan-
titatively functions that represent the indirect influence
of the environment on behavior, and the ability to accom-
plish such modeling has improved. In fact, the gener-
alized matching law, emerging from the behaviorist tradi-
tion, is now quantitatively modeling concepts such as
perceived reinforcement that have previously been con-
sidered to belong to cognitive psychology. This suggests
that behaviorism and cognitive psychology may not really
be so far apart after all (see Dinsmoor 1984; Killeen 1984;
Logue 1982; 1985a; 1985b; 1985c; Wasserman 1983;
Williams 1986). Research on self-control may be particu-
larly suited to accomplishing such integrations because of
the large number of conditions under which self-control
varies, and because it is possible to study self-control
quantitatively. Defining the study of self-control as a
diverse yet integrated research area rather than an idio-
syncratic paradigm that arose in operant conditioning
pigeon laboratories, encourages us to take advantage of all
good science in describing and predicting self-control,
rather than just to advocate a particular theoretical posi-
tion. An eclectic approach can advance the science of
behavior.

ACKNOWLEDGMENTS
Preparation of this paper was supported by NSF Grant
BNS-8416302, A. W. Logue Principal Investigator. Helpful com-
ments by G. Ainslie, J. Dinsmoor, D. Glass, D. Gleiser, G.
Heyman, G. King, C. Logue, E. Menzel, M. Peterson, M.
Rodriguez, and several anonymous reviewers are very much
appreciated. Some of the material in this paper was presented as
an invited address at the annual meeting of the Association for
Behavior Analysis, Columbus, Ohio, May 1985.

Open Peer Commentary

Commentaries submitted by the qualified professional readership of
this journal will be considered for publication in a later issue as
Continuing Commentary on this article. Integrative overviews and
syntheses are especially encouraged.

Matching is the integrating framework

George Ainslie
Jefferson Medical College, Philadelphia, Pa. 19107; Veterans
Administration Medical Center, Coatesville, Pa. 19320

The basic behavioral puzzle implied by the term "impulsive-
ness" is, "why do organisms sometimes fail to maximize their
expected reward in situations where they are familiar with the
reward contingences?" The puzzle implied by the term "self-
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control" is, "why does this failure only sometimes occur?" Of the
three schools of thought Logue discusses, only two are suffi-
ciently microscopic to make mutually exclusive predictions.
Social learning theory is grossly compatible with both matching
and maximizing, although the struggle for self-restraint appar-
ent in many of Mischel's (1981b) subjects suggests preference
reversal and hence matching. (Why should a child have to adopt
a strategy like distraction of attention or "cool thoughts" to get
himself to keep preferring the reward he prefers initially, unless
he anticipates a change of preference?)

Matching and maximizing are distinct, incompatible theories,
each of which handles one of the above-mentioned puzzles in a
simpler way than its competitor. Maximization theory holds that
organisms naturally show self-control; it has great difficulty
accounting for impulsiveness. Since Western civilization has
generally assumed, implicitly or explicitly, that maximization is
the rational principal of decision making, theorists have been at
some pains over the years to account for impulsiveness. None of
the many proposed mechanisms of impulsiveness has been
adequate to account for modern behavioral knowledge about
choice making (Ainslie 1984 and forthcoming, chapter 2). The
mechanism that Logue chooses, the time-window, is inade-
quate because it does not account for precommitting behavior.
In some cases an organism may not respond to distant rewards
because it is short-sighted, but what can a maximization theorist
say about organisms' attempts to forestall their own behaviors
specifically so as to get delayed rewards? Logue cites experi-
mental examples (Ainslie 1974; Rachlin & Green 1972) of behav-
iors controlled by delayed rewards, with the sole purpose of
counteracting a more proximate reward, but she does not seem
to see them as difficulties for the time-window hypothesis.

This is not her failing alone. Maximization theorists in eco-
nomics cannot explain why a rational person should take An-
tabuse (disulfiram) to prevent drinking alcohol rather than
simply deciding to stay sober; but almost all economists are loyal
to maximization theory. It seems that the alternative to utility
maximization widely offends intuition.

The alternative is matching: The matching law says that
organisms will naturally be impulsive. The problem for this
approach is how organisms, particularly people, sometimes
achieve maximization. Logue also raises the question of how a
formula without empirical constants can account for individual
differences in time discounting; however, postulating innate
differences by such means as hers (Formula 2) or Herrnstein's
(1981) will solve this problem without weakening the matching
hypothesis.

Logue's proposal for how an individual organism moves from
impulsiveness to self-control involves learned changes in the
function by which it discounts delayed events. This is a shakier
hypothesis. A process that is learned presumably depends on
reward; if an organism's reward process is itself shaped by
reward there is the potential for an awkward positive feedback
system in the mechanism. Any hypothesis that organisms such
as those in Logue's fading experiments learned to modify di-
rectly their basic discount rates must deal with the question of
why such learning had not already been shaped maximally by
ordinary experience. That is, if an organism can learn to make
waiting less aversive - perhaps by making distant rewards seem
closer or, as Logue suggests, by making time seem to go faster -
such learning should be intrinsically rewarded, not just by a
shaping experiment, but by all experience with all rewards the
organism has encountered since birth.

The matching law predicts a phenomenon with the principle
features of will power, which I have described at length else-
where under the name "private rules" (1975; 1984). In essence,
it is the organism's use of its current choice behavior as informa-
tion predicting the outcome of a whole category of similar
choices in the future. It would allow an organism to approach

maximizing without modifying its discount function. However,
maximizing would never become a simple preference; continu-
ing activity would be necessary on the part of the organism, and
cessation or insufficiency of this activity would lead to episodes
of uncompensated matching, that is, impulsiveness.

It has proven remarkably difficult to do controlled experi-
ments on this hypothetical mechanism of will power. Pigeons,
although not to be ruled out a priori as participants in this
process, have shown no sign of it so far (Ainslie, in preparation).
And, as Logue has observed, human subjects show little trouble
maximizing once they understand the contingencies of reward
in an experiment. It is possible to study the cognitions hypoth-
esized to maintain will power by using an indirect model, a
repeated prisoner's dilemma game in which the payoff matrix
duplicates the one hypothesized for intertemporal conflict
(Ainslie 1988); but this does not provide evidence that individual
subjects actually use private rules to move from apparent match-
ing to apparent maximizing.

If the long tails of the matching law hyperbolae do in fact lead
organisms to learn some means of approaching maximization,
that process represents a bridge that might make an organism
adaptive in both of the evolutionary situations Logue describes:
In an unfamiliar environment, extreme preference for immedi-
ate reward will motivate a simple organism to seize its main
chance, just as she hypothesizes. But in a familiar environment,
the discount curves' long tails will motivate an adequately
intelligent organism to control these primitive preferences for a
bird in the hand, preferences the organism can learn to identify
as impulses. "Even counting the cost of [intertemporal] conflict,
a combination of rapid learning favoring the earlier reinforcer
and countervailing slow learning favoring the later reinforcer
probably reaps a greater proportion of the available reinforce-
ment than the learning that could be based on an exponential or
other noncrossing curve" (Ainslie & Hermstein 1981, p. 481).

On the careful use of ecological models

Thomas Caraco
Behavioral Ecology Group, Biological Sciences, State University of New
York, Albany, N.Y. 12222

The self-control paradigm oversimplifies many real-world prob-
lems concerning the magnitude and temporal patterning of
rewards. However, the paradigm's interdisciplinary generality
makes the associated questions interesting and important.

Few readers will argue with Logue's qualitative conclusions
concerning the evolutionary ecology of self-control, discussed in
sections 6 and 7 of the target article. The mechanistic tactics
governing behavioral choices over temporal distributions of
rewards will surely differ across species and across environ-
ments within species; conspecifics within a given environment
will differ as a consequence of variation in experience or gen-
otype. But the target article lacks sufficient rigor to substantiate
some of its conclusions about quantitative models for choice
behavior. Logue intended the target article, apparently, to
appeal to a broad audience (a reasonable objective). However,
breadth has exacted a cost; the resulting inattention to technical
and mathematical detail diminishes the paper's chance of effec-
tively synthesizing ecological and psychological perspectives on
choice behavior.

Restricting my comments to food rewards, I hope I can
supplement Logue's sometimes imprecise discussion of foraging
theory. At first it struck me as a semantic oddity that Mischel's
model and the matching formulae would be cast as alternatives
to foraging theory, which encompasses a diverse array of mod-
els. Then Logue equates foraging theory with a deterministic
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model for dietary choice in which food items are discovered one
at a time (sequentially), so that different food types are never
encountered concurrently. An appropriate ecological model for
the operant analogues to foraging cycles depicted in Figures 2
and 5 involves simultaneous encounter with two items differing
in both reward size and in delay due to pursuit or handling
(Caraco 1985; Stephens & Krebs 1986; see below). For an
ecological discussion of self-control in foragers encountering
prey sequentially, see Kagel, Green, and Caraco (1986).

The target article's third main section categorizes reinforce-
ment and foraging theories by comparing momentary and molar
maximization. Stephens and Charnov (1982), Turelli et al.
(1982), and Kagel et al. (1986) examine this comparison as it
applies in evolutionary ecology. The fourth section introduces
the theories themselves; the discussion of molar maximization
contains some minor, but avoidable, errors. For example,
Logue incorrectly defines \ as the inverse of the expected length
of a foraging cycle (cycles/time). Actually, \ is the rate of
encounter with food while the forager is searching (and not
pursuing or handling); X has units of food items/unit search
time. Handling times are also incorrectly defined in the same
discussion. These mistakes do not warrant rejection of Logue's
qualitative conclusions, but they could confuse a reader at-
tempting to find parallels between foraging cycles and operant
procedures for the first time.

I don't think Logue recognizes that when a forager encounters
two or more "prey types" simultaneously (as in Figures 2 and 5,
and in similar concurrent reward schedules) molar maximization
need not always imply waiting for the larger but more delayed
reward. The simultaneous encounter model can explain some
observed patterns of impulsiveness and self-control when re-
ward/delay choices are presented concurrently (Stephens et al.
1986). That is, simultaneous-encounter models that solve for the
preference behavior maximizing the ratio (expected energy gain
per cycle/expected cycle duration) do not always predict self-
control. The most efficient strategy depends on the expected
time spent searching per encounter (see Stephens & Krebs
1986). Impulsiveness can sometimes be "optimal" with simul-
taneous encounter and dichotomous choice; it is not necessary,
although it is sufficient, to invoke a constraint on memory. This
ecological result weakens some of Logue's claims concerning
local and molar maximization.

In Section 7 Logue cites observations of risk-prone prefer-
ences over variance in reward size as evidence for adaptive
impulsiveness. These data, some of which were collected in my
laboratory, have nothing to do with impulsiveness as it is
defined at the beginning of the target article. I do agree with
Logue's contention that the uncertainty associated with delayed
rewards in nature may lead foragers to discount future rewards,
and discounting can produce self-control/impulsiveness re-
sponses with both sequential and simultaneous encounters
(Kagel et al. 1986; Zabludoffet al. 1988).

Logue concludes with an interesting discussion of models as
predictive and descriptive devices. Foraging theory seeks to
predict behavior by generating falsifiable hypotheses deduced
from assumptions about adaptation under constraint. Descrip-
tive models, however, may provide a useful context for organiz-
ing information. Generally, a forager's effective evaluation of
reward/delay combinations will depend nonlinearly on environ-
mental variables (generating Logue's unobservables, but not
necessarily implying a "lack of one-to-one" correspondence
[sect. 6, para. 3] between rewards and value). There are good
biological reasons for these nonlinearities (e.g., Caraco 1980;
Houston & McNamara 1988; Mangel & Clark 1986; Staddon &
Reid 1987; Stephens & Charnov 1982).

Logue raises some intriguing questions and makes some
insightful qualitative conclusions. I'm less enthusiastic about
the discussion of quantitative models.

On goals, perceptions, and self-control

Charles S. Carver
Department of Psychology, University of Miami, Coral Gables, Fla. 33124

I applaud Logue's attempt to integrate across the boundaries of
distinct research traditions and the constructs used by theorists
in those traditions, but I feel that one important theoretical
stance is missing from this discussion. Its omission is not surpris-
ing, inasmuch as it apparently has not been applied directly to
the case at hand. Nevertheless, the conclusions reached by
Logue seem eminently compatible with analyses of behavior
based on the principles of feedback control (see e.g., Carver &
Scheier 1981; Powers 1973; Scheier & Carver 1988).

Why do I say this? The "causal analysis" that Logue uses to
integrate the approaches under discussion rests on a specific
assumption (see the fourth paragraph of section 6). The assump-
tion is that the degree of self-control exhibited by an organism
depends on what conditions the organism perceives as existing,
rather than on what conditions actually exist. This critical
assumption allows Logue to account for the observed range of
human and infrahuman behavior (even failure to maximize fits
the pattern if subjects haven't realized they aren't maximizing),
and to reconcile the three theoretical traditions.

This assumption - that perceptions are more important than
reality - may be anathema to behaviorism, but it is fundamental
to control theory. William Powers, an early proponent of control
theory as a model of behavior, has consistently stressed the
importance of perceptions. Indeed, the title of his 1973 book,
Behavior: The Control of Perception, was chosen to emphasize
the idea that behavior occurs in the service of perception, that
is, behavior is an effort to cause a current perception to come
into conformity with a desired perception.

In this view, to understand an organism's behavior requires
one to understand two things: (1) what perception the organism
is trying to create (i.e., what its goal is), and (2) possible
influences on its current perceptions (i.e., perceptions of its
present condition with respect to that goal). Let us consider the
importance of these two perceptual qualities, in turn, for the
cases that Logue addressed.

Goals. Logue did not deal explicitly with goals as a concept,
but it is relatively easy (and I think important) to impose this
concept on the research. Organisms in the situations discussed
by Logue typically have one of two goals (i.e., are attempting to
create one of two perceptions): In the case of repeated cycles of
decision and consumption (i.e., in the operant and foraging
paradigms), the implicit goal is the maximization of outcomes
over a period of time (I will ignore the question of whether
organisms really are maximizing or whether they are instead
"satisficing"). In the Mischel paradigm, in which repeated
cycles do not occur, the implicit goal is the acquisition of a more-
desired outcome instead of a less-desired outcome.

These two goals are not identical, and I suspect that the
difference between them is more important than Logue credits
it with being. Consider an adult human in the Mischel para-
digm, offered a choice between Chicago's finest pizza in eight
hours versus a nutritionally and calorically superior portion of
gruel now. A person who prefers the pizza and is not starving
will probably display self-control, despite the fact that doing so
represents a clear failure to maximize (in the optimal foraging
sense). Indeed, some people would exercise self-control in
order to obtain two hours in a Broadway theater (or a punk-rock
establishment, or a freezing football stadium) later on, rather
than receive immediately the biologically more useful gruel.

In other circumstances, of course, the same people would
choose the gruel now. There are two points here: (1) It matters
what the person's goal is, and (2) there can be a considerable
difference between the goal of maximization and the goal of
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holding out for something you really want instead of settling for
something you don't really want. The only way to merge these
two categories is to treat the concept "prefer" as being identical
to the concept "biologically useful." A tendency to assume such
an equivalence is in fact implicit in Logue's target article (e.g.,
treating preferred reward as equivalent to length of access to a
food hopper - see Figure 1). Such an approach seems to me,
however, to raise difficult questions (which space limitations
preclude addressing), and is therefore to be adopted only with
great caution.

Perceptions. And what about perceptions of present condi-
tions? Logue's integration was framed in terms of a "translation
of actual into 'perceived' reinforcement." The main point, of
course, was that the organism's construal of its current and
impending outcomes is more important than the objectively
assessed schedule of outcomes. The language used to make this
point, however, also suggests that there are various kinds of bias
or distortion in organisms' perceptions of their present level of
performance (i.e., how well they are doing).

Biases in this sort of perception clearly exist. For example,
Logue discussed a limitation on the "memory window" within
which certain organisms can integrate the meaning of events.
This limitation prevents them from perceiving that their actions
are failing to yield maximization. To the best of their ability to
tell, they are maximizing. As another example that relates more
to human self-regulation, recent work in our laboratory indi-
cates that socially anxious people perceive greater disfavor in
the facial expressions of conversation partners than do people
who are less socially anxious. This bias influences (adversely, in
this case) the perceptions these people have of how well they are
attaining their self-presentational goals.

Once we take the perceptions of the organism into account, as
Logue concludes we must, many other things fall into line. To
consider just one more example, if a nonhuman subject in an
operant lab perceives as its choice a small reward now versus
nothing at all (as Logue put it), it should be no surprise that the
subject acts impulsively and takes the small reward now. In
short, Logue's key assumption answers many questions. To
repeat, however: The assumption also renders Logue's integra-
tion well suited for further integration with control theory.

Evolution. One final point: Though I find Logue's efforts at
integration interesting, what is termed the "theoretical" analy-
sis - the argument that evolutionary theory provides a mecha-
nism for determining the choice of self-control versus restraint -
is less compelling. Logue proposes that evolutionary pressures
toward self-control and toward impulsiveness built each tenden-
cy separately into the behavioral repertoire. Unfortunately, the
argument as framed seems to require that every category of
action evolve separately. Though I would not dispute the idea
that evolution played a role in the phenomena under discussion,
it seems more reasonable to assume the evolution of a more
abstract quality: the ability to integrate the meaning of events
over varying time periods (which would handle the cases ad-
dressed by Logue). Such an ability would have adaptive value
for more than regulation of food intake; selection for such an
ability could thus have taken place over a wide range of circum-
stances, including the two addressed by Logue.
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Perception and learning in self-control
Robert Eisenberger
Psychology Department, University of Delaware, Newark, Del. 19716

Logue has done an admirable job comparing three distinctive
theoretical approaches to self-control, the proponents of which

would benefit from paying greater attention to one another's
work. The lucid descriptions of Mischel's social learning theo-
ry, Herrnstein's matching law, and optimal foraging theory are
accompanied by a careful presentation of experimental evi-
dence. Moreover, there is considerable heuristic value in
Logue's framework for appraising similarities and differences
in the experimental procedures used in the three approaches.
Logue's method of analysis can be used to generate new ways
to test each theory, as well as allowing judgments concerning
the commensurability of the data gathered in support of the
three views.

Logue has also made an ambitious attempt to unify the three
approaches within an overarching evolutionary theory. Here
she faces greater obstacles, perhaps insurmountable ones. It
seems questionable whether any such integration is possible,
given the limited current understanding of the evolution of
behavioral processes.

Any general evolutionary theory of self-control would have to
explain the influence of animals' past experience, including the
adaptive value of learning processes. Logue suggests that past
experience influences self-control by affecting "perceived de-
lay." She suggests that such an explanation would be consistent
with all three approaches, each of which "would predict that any
manipulation that would make time to reinforcement seem to go
faster . . . should increase self-control." In addition, "percep-
tion is used here as a hypothetical, unobservable construct that
simply represents the observable influence of various factors on
the relationship between behavior and reinforcers."

But if, as the preceding statement suggests, "perceived de-
lay" is treated simply as a label for systematic effects of prior
experience, the implied surplus meaning of the term has no
explanatory value. Hypothetical constructs go beyond empirical
laws by making assertions concerning underlying processes. An
example of a very useful hypothetical construct is conditioned
inhibition, which has provided a number of novel predictions.
Logue does seem to have surplus meaning in mind for "per-
ceived delay" because she writes of the speed with which time
seems to pass. Logue's analysis might be extended by consider-
ing the underlying processes implied by experience-based
changes in perceived delay.

Consider how perceptual learning might mediate individual
differences in self-control. There is evidence with pigeons, rats,
and children that long delays of reinforcement increase the
subsequent frequency of choosing large-late reinforcers over
small-early reinforcers (Eisenberger et al. 1982; Eisenberger &
Adometto 1986; Mazur & Logue 1978; Logue et al. 1984;
Mischel & Grusec 1967). A perceptual-learning explanation of
these findings would need to make explicit assumptions con-
cerning the effects of accustomed delay on the subsequent
perceived duration of short, as well as long, time intervals.

Assume that repeated delays of reinforcement reduce the
subsequent perceived duration of long intervals, with little
effect on short intervals. Such a perceptual-learning process
provides a credible explanation of increased self-control follow-
ing repeated delay of reinforcement. However; alternative
interpretations are also plausible. For example, Mischel and
Grusec (1967) proposed an adaptation level for delay, with long
delays reducing the aversiveness of subsequent delays. Another
possibility is that delayed reinforcement counterconditions frus-
tration, a view that has been used to explain the enhanced
resistance to extinction following delayed reinforcement (Wong
et al. 1974).

How might one distinguish experimentally among these al-
ternative interpretations? The perceptual-learning account
seems to imply that accustomed long delays of reinforcement
would impair subsequent psychophysical judgments involving
delay. Such evidence would be necessary to differentiate
learned changes in perception from other possible mediating
processes.
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A general evolutionary theory of self-control would have to
explain the adaptive significance of experience-based changes in
self-control. What environmental pressures are responsible for
the genetic readiness by pigeons, rats, and humans to increase
self-control following delays of reinforcement? Although one
might speculate as to the answer, evolutionary theory is simply
not sufficiently developed to derive this relationship.

The derivation of empirical laws of learning from evolutionary
theory is especially difficult because any particular empirical law
need not have a direct evolutionary advantage. A given em-
pirical law may reflect some more-general process favored by
evolution. For example, the effects of delayed reinforcement on
subsequent self-control might be due to an evolutionary advan-
tage of perceptual learning involving delay, an adaptation level
for delay, the counterconditioning of frustration, or some other
mechanism. It is unclear at the present time which of these
processes best accounts for the effects of delayed reinforcement
on subsequent self-control or why any such process would be
favored by evolutionary pressures.

Although plausible evolutionary bases of specialized learning
processes have been suggested for species-specific adaptations
to a distinctive environmental niche, evolutionary explanations
of more general kinds of learning are less easily discovered.
Evolutionary interpretations of many empirical laws of learning
may have to await a better understanding of the underlying
psychological processes.

Foraging for integration

Edmund Fantino and Ray Preston
Psychology Department, University of California, San Diego, La Mia, Calif.
92093-0109

Logue has provided a useful integrative review of research and
theory in self-control, and a potentially productive rapproche-
ment between three fields with common interests. Before
contributing two additional points of commonality between
behavioral psychology and behavioral ecology we address a
concern about the incorporation of "perceived reinforcement"
into the explanatory apparatus of the three models. We would
avoid referring to differences in sensitivity of individuals or
species to reward parameters as differences in "perception."
Some of the reasons for doing so are presented by Logue in her
discussion of the term "self-control." But, whereas the term
self-control subsumes a larger set of phenomena, the term
"perception" adds nothing to the present discussion. We are not
persuaded by the argument that perception is of a kind with
molecular chemical explanations of molar chemical properties.
Although the viscosity of a substance is sometimes described in
terms of molecular structure, it is never described in terms of a
substance's perceptions of gravity or aperture size, or pressure
at an aperture. Until the relevant structural properties were
identified, chemists made do with descriptions of tendencies to
flow — the meaning of the parameters was left to future genera-
tions. Our argument is not that we should stick to observables
but that the term "perception" is redundant with the observed
differences in subjects' responses to reward parameters.

As Logue notes, the delay-reduction hypothesis (Fantino
1969; 1977) has been applied to choices between reinforcers of
differing delays and amounts. In self-control, preference for the
smaller reward decreases with increasing (but equal) delays
(Navarick & Fantino 1976). Similarly, in a foraging simulation,
Ito and Fantino have shown that acceptance of the smaller
reward decreases with increasing (but equal) handling times (Ito
& Fantino 1986; or see Figure 9 in Fantino & Abarca 1985).
Moreover, the basic inequality of optimal foraging theory,
introduced by Logue in her section on molar maximization, may

also be derived from the delay-reduction hypothesis. Since this
derivation has already appeared in BBS (Fantino & Abarca 1985)
we will not review it again here. Our point in the earlier article
was similar in spirit to that of the present article: A principle of
decision-making evolved in the operant conditioning laboratory
is consistent with decision-making in situations sharing crucial
properties with naturally occurring foraging.

In addition, we show that a recent model of optimal foraging is
very close conceptually to research and theory in self-control,
and in a way that highlights Logue's distinction between local
delay and molar maximization models. Up to now, simulations
of foraging in operant conditioning laboratories have concen-
trated on successive-encounter procedures in which isolated
prey are accepted or rejected sequentially (e.g., Abarca &
Fantino 1982; Collier & Rovee-Collier 1981; Lea 1979). These
studies have assessed predictions of the optimal diet model
which emphasizes the "profitability" of each predation decision.
Foragers should maximize profitability expressed as energy
obtained per prey capture divided by time spent handling it
(E/h). However, behavioral ecologists have recently developed
simultaneous-encounter models of foraging which differ from
those presented in the target article. These models attempt to
describe choice between simultaneously encountered, mutu-
ally-exclusive prey (Engen & Stenseth 1984). There are circum-
stances in which choice of the nominally more profitable prey
(i.e., higher E/h ratio) should not maximize net benefit to the
organism (i.e., total energy gain divided by total time in the
situation). In such circumstances, will the subject choose the
more profitable prey (corresponding to a local delay model)
more or less often than one that increases long-term energy gain
(corresponding to molar maximization)?

Consider an experiment beginning with a search phase dur-
ing which the subject is required to respond to a white key light
(on the center of three keys) for at least T sec before encounter-
ing prey. The first response on the white key after T sec has
elapsed extinguishes the white key light and produces concur-
rent red and green key lights on the side keys. The first response'
on either colored key commits the subject to that choice and
darkens the other side key. There is a value of T such that:

E,
(h, + T) (h2 + T) •

Solving for T we see that, in general, indifference should
occur when

_, _
E2-E,

For example, consider a condition in which Ex = 4 sec of food
access; E2 = 6 sec of food access; hx = 10 sec handling time and
h2 = 20 sec handling time> If these outcomes are presented
simultaneously to a subject without search time, that is, with T
= 0, the subject should always choose the more profitable
alternative 1 (since Ej/hj = .4 and E2/h2 = .3). But as T is
increased, an indifference point is reached - the equation for T
is solved with T = 10 sec. Search times shorter than 10 sec
should result in preference for E,/hj; search times longer than
10 sec should result in preference for E2/h2. Will subjects
maximize energy per unit time, as required by our simplified
version of the simultaneous-encounter model, or will they
consistently prefer the alternative with the higher profitability
ratio even when this alternative provides lower long-term gains
(i.e., with T > 10 sec in the example given)? Will the results
depend upon the species studied, that is, will humans be more
likely than pigeons to maximize energy per unit time? Our pilot
results with both humans and pigeons do not implicate such a
species difference: Humans and pigeons both appear to con-
form, albeit in a rough way, to the simultaneous-encounters
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model. The results not only suggest that the simultaneous-
encounters model may provide a promising framework for
appreciating self-control in settings different from those ad-
dressed by the models Logue considers, but they also under-
score the commonality she stresses between approaches from
the behavior analytic and behavioral ecology traditions (Fantino
1985).
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Self-control in context

Leonard Green and Edwin B. Fisher, Jr.

Department of Psychology, Washington University, St. Louis, Mo. 63130

From the writings of Homer and the authors of the Bible to
Freud's theorizing about the incorporation of cultural standards
through identification with the Oedipal father, self-control has
been thought to be something within the person that coun-
teracts external temptations. The three models Logue reviews
all explain self-control in terms of its contexts in evolution,
rewards varying in delay and amount, and a variety of situational
characteristics. Explaining the intrapersonal in terms of con-
texts, turning the inner outer, constitutes major progress. Self-
control, formerly thought an irreducible quality of good char-
acter or good breeding, we see now as the orderly and mutable
result of observable and manipulable variables.

Temporal contexts and discount functions. There is now a
reasonable body of evidence to suggest that organisms discount,
or devalue, future rewards, and that the degree of discounting is
a function of the temporal distance from time of choice. Thus, an
organism that chooses a small, relatively immediate reward over
a larger, but more delayed reward may come to reverse its
preference and choose the larger, delayed reward as the time
between choice and delivery of the rewards is increased (see
Figure 2, target article). That is, organisms exhibit temporal
inconsistencies in preference (Green et al. 1981; Rachlin &
Green 1972). There are, of course, large variations in the rate of
discounting across species and among members of the same
species. What factors account for the individual and species
differences in rate of discounting?

Data presented by Mazur and Logue (1978), and discussed in
the target article, implicate the role of experience. Pigeons
exposed to the "fading" procedure chose the larger, more
delayed reward more often than did pigeons who had not
experienced the "fading" procedure. Such a result is important,
for it suggests that self-control is a learnable behavior. Unfortu-
nately, we do not know what changes, if any, actually occur to
the discount function under such training procedures. Mazur
and Logue's (1978) results indicate that training can temper the
strong discounting of future rewards; Grosch and Neuringer
(1981, experiment 6) demonstrated that successful preliminary
experiences enhanced the ability of pigeons to choose and wait
for preferred, delayed rewards than when they had unsuccessful
preliminary experiences. Similar results have been obtained by
Mischel (1974) with children.

The role experience may play in modifying the basic discount
function needs to be addressed. When pigeons who were
trained on the fading procedure were permitted the oppor-
tunity, during the delay of the larger reward, to change their
choice to the smaller reward, many did so (Logue & Pena-
Correal 1984). This suggests that there was no change in their
basic discount function. Rather, the birds may have learned
some covert commitment strategy during the fading procedure

which forestalled their preference for the smaller reward, a
strategy that failed when the opportunity to change their choice
was provided.

Discounting of delayed rewards is assuming greater promi-
nence in theories of choice and foraging. Moreover, its role has
important implications for economic theory (Kagel & Green
1987) and social policy decisions. For example, differences in
discount curves can influence people's decisions about whether
to save or invest when faced with similar market rates of return.
Such learning effects, if embedded in familial or cultural prac-
tices, may thus contribute to "poverty cycles." Serious policy
implications follow. For example, I. Fisher (1960) has suggested
that discounting would be greater at lower income levels.
Different kinds of governmental programs would be needed to
correct poverty cycles if they are reflections of different discount
functions than if they are due to other factors, such as expectan-
cy effects. Decisions about whether to pursue higher education
or to drop out and find a job may depend on the effect such
discount functions play, and how they may be modified.

Judgments of the optimal as context dependent. That an orga-
nism prefers the smaller, more immediate outcome when the
time between choice and delivery of the reward is brief has been
characterized as a self-control problem - the organism being
impulsive, not acting in its own best interest. From an evolu-
tionary perspective, however, the rate of discounting might
very well be expected to vary under conditions of different
selective pressures. There is inherent uncertainty associated
with obtaining delayed outcomes; food may spoil, predators may
intervene, and so forth. If the probability of loss increases with
time, then overvaluing more immediate outcomes may be an
adaptive response in an uncertain world (Kagel, Green &
Caraco 1986). This suggests several interesting experimental
tests. Does the rate of discounting, and thus the choice between
small, more immediate rewards and greater, more delayed
rewards, vary predictably as certain manipulations are per-
formed? (1) Will a forager discount the future more sharply as its
energy reserve falls toward a critical, survival level? Snyderman
(1983b) observed that pigeons selected fewer small, more im-
mediate food outcomes when they were at 95% of free-feeding
weight than when at 80% of that weight. Rechten et al. (1983)
also observed that birds were more likely to select the smaller
but more immediate reward when hungry than when partially
satiated. Yet different results have also been obtained. (2) Will
organisms without predators discount future rewards less than
those who forage among predators? (3) Will discounting be
affected by the size of the foraging group? (4) How is an
organism's choice between alternative sources of food affected
by the mean level as well as the variability of those sources?
Unlike with shrews and granivorous birds (Barnard & Brown
1985; Caraco et al. 1980), risk sensitivity in rats appears to
remain constant under varying levels of resource availability
(Kagel, Battalio, White, MacDonald & Green 1986). More
precise and comprehensive models of adaptive behavior encom-
passing these situations and differing results are needed.

An analysis of what is optimal behavior within a self-control
paradigm may also have implications for understanding social
problems conventionally (and conveniently) ascribed to intra-
personal sources of self-control. In coming to grips with the
higher drop-out rates for certain minority groups, for example,
we might do well to look at the differential long-term rewards
(employment prospects, salary levels) facing high school gradu-
ates within these groups as variables influencing the "optimal"
decision to remain in school.

Relnforcers varying In quality. Reward amount and delay are
central variables in models of self-control. Logue provides a
simple example: "choosing a piece of cake available now over a
whole cake available one month from now is an example of
impulsiveness, whereas choosing the whole cake is an example
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of self-control." Although a clear extension of current research
to an everyday choice, this example highlights a shortcoming of
that research in generalizing to important' instances of self-
control. The choice of the person trying to control eating is not
between a piece now versus a whole cake in a month, but rather
between a piece now (and tomorrow, and tomorrow . . . )
versus reduced weight, cholesterol, or blood sugar levels, or
increased social rewards for a more attractive appearance in a
month. In cases labeled self-control, rewards usually differ as to
quality and delay.

Mischel's research concerning strategies for enhancing delay
illustrates problems in extrapolation to rewards varying in quali-
ty. Instructions to think about the consummatory properties of a
delayed, preferred food reward increased choices of the more
immediate food reward during the delay interval (Moore et al.
1976). The implications are appreciable. Should we discourage
people from thinking about (savoring, perhaps) the rewards for
which they work and persist?

When delayed and immediate rewards are similar (marsh-
mallows and pretzels in Moore et al. 1976), thinking about
consuming one might also raise the salience or reduce the
discounting of the other. When delayed and immediate rewards
have little in common, however, attention to the delayed re-
ward may alter its salience or its rate of discounting without
affecting the salience or discounting rate of the more immediate
reward. This might enhance performance directed toward the
delayed reward. Evidence that attention to delayed rewards
may enhance self-control rests in Logue's own research on
fading. She suggests that stimuli during delay periods may have
served as "'reminders' . . . of the reinforcers to come."

The need to articulate reward quality is not a new issue; J. S.
Mill revised Bentham's "hedonic calculus" to incorporate con-
siderations of the quality and not just the quantity of the good.
One approach to this issue may lie in the concept of sub-
stitutability of rewards (see Rachlinetal. 1981). Self-control may
generally entail choices between rewards which our culture at
least assumes are low in substitutability. We see little in com-
mon - little substitutability - between yielding to the fraternity
brothers' beckoning to a beer blast the night before law boards
and the delayed reward of a distinguished career in a Wall Street
firm. Systematically varying the substitutability of rewards, by
varying, for instance, their own characteristics or deprivation
relevant to them, may expand our models and increase their
generality.

Social contexts. The aid and reassurance of family members,
friends, or a confidant may enhance the ability to withstand
temptations (Cohen & Syme 1985; E. Fisher 1982; 1986).
Experimental models of such influence may expand theories
considerably, as well as informing applications. Frequently, the
behavior labeled self-control is also of real or perceived value to
the group. For instance, obeying laws in the apparent absence of
any police surveillance and against immediate self-interest is
important to the group and difficult to explain in terms of
proximate incentives. Very probably, ethological models may
shed light on such phenomena.

The context of other behavior. The concurrent behavior of the
individual provides a neglected but probably important context
for self-control. The dieter who focuses on eating larger amounts
of better foods or adopting a regular schedule of meals will have
a very different experience from one who focuses only on caloric
restriction. As another example, research indicates that those
who have most to "live for," as indicated by education, income,
marital status, or general health, are more likely to avoid the
temptation of smoking (E. Fisher 1982; 1986). Perhaps having
things to live for includes instrumental or enjoyable activities to
fill the vacuum of delay intervals which nature presumably
abhors. In this regard, current paradigms rely too heavily on
passive waiting for delayed rewards. Notably, Groschand Neur-

inger (1981) found that providing activity instrumental toward
the long-term goal reduced pigeons' choices of temptations.

The context of theory development. The research in self-
control has been remarkable, stimulating many further investi-
gations, advancing theory, informing application (e.g., Fisher et
al. 1982; McReynolds et al. 1983). What accounts for this
success? Each of the models reviewed by Logue has made
progress by pursuing interesting questions from its own discrete
and coherent conceptual perspective. Rather than quickly
adopting explanations from other perspectives, they have
found, within their terms, ways of articulating challenging
findings. In this regard, the endorsement of eclecticism at the
close of the target article should not encourage over hasty
borrowing of explanations among models rather than more
thoughtful development within them. In fact, we believe the
self-control research demonstrates the virtue of pursuing in-
teresting topics within limited and well-defined conceptual
perspectives. Rather than borrowing concepts to explain what
seems difficult, we expand our knowledge by stretching our
conceptual models to encompass new findings. Before the
integration of conceptual perspectives which eclecticism pre-
sumably seeks, we need a differentiation of those perspectives.
Indeed, the researcher may be in a choice situation similar to
that of subjects in self-control studies. Faced with a finding hard
to explain, one has the choice of the short-term, lesser payoff of
an easy explanation through eclectic borrowing, or the delayed,
greater payoff of a coherent perspective differentiated to encom-
pass what it had not previously encountered.
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The conflicting psychologies of self-control:
A way out?

John M. Hinson
Department of Psychology, Washington State University, Pullman, Wash.
99164-4830

Logue is to be commended for her efficient summary of the
results from studies within the experimental "self-control" para-
digm. The important implications of this body of literature,
however, are somewhat different from the points emphasized in
the target article. In addition, the framework proposed to
integrate various approaches to the self-control paradigm suffers
from problems ranging from the definitional to the theoretical.

Definition of self-control. Interest is restricted to a narrow
definition of "self-control" as the tendency to choose a larger,
more delayed reinforcer over a smaller, more immediate one,
whereas "impulsiveness" is defined in a dichotomous fashion as
the absence of this tendency. Although this definition seems to
have the virtues of clarity and brevity, it is still misleading. The
terms "self-control" and "impulsiveness" are infused with sur-
plus implications, and easily lead to the notion of type (or trait)
classification of individuals. If no more were meant by the terms
than choices involving immediacy and magnitude of reinforcers,
then additional terms such as these would be.unnecessary.
Those who use self-control to describe choice in this paradigm
obviously want to extend their analysis to a broader domain.

Yet there appears to be only a surface similarity between self-
control in the natural world and its supposed laboratory ana-
logue. Both types of self-control problems are said to arise from a
conflict between the immediate and delayed consequences of
behavior. Whereas it may seem reasonable to note this sim-
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ilarity and proceed with a comparative analysis of the behavior,
there is a misleading simplicity to this approach. For instance,
am I really showing impulsiveness if I have a single scotch now
instead of a double in two hours, or deferring a trip to a nice
restaurant so that I may exercise now? Although these examples
appear frivolous, they illustrate the fact that the self-manage-
ment problems faced by normal people in everyday life are not
realistically modeled in this paradigm (e.g., Brigham 1982). This
is especially true when one is trying to describe qualitatively
different activities, occurring on different temporal schedules,
with a unitary variable-like value. Finally, it is worth noting that
even with a limited definition of self-control, the summary in the
causal analysis indicates an embarrassing wealth of factors that
potentially control a seemingly simple pattern of choice.

Theoretical analysis. Perhaps it would be best to jettison the
conceptual baggage of the terms "self-control" and "im-
pulsiveness" in these studies and merely analyze the relations of
choice to immediacy and magnitude of reinforcement. Re-
gardless of the terms used to describe them, these relations are
clearly of theoretical interest. Logue describes a theoretical
framework which attempts to integrate social learning theory,
matching law, and optimal foraging accounts using a common
evolutionary mechanism. Unfortunately, the theoretical analy-
sis seems to fall well short of the mark.

The major difficulties are that a specific mechanism is not
described, and that the putative evolutionary perspective does
not provide sufficient depth of integration for the research areas
discussed. Instead, it offers a sort of plausibility argument for
the diversity of outcomes observed, with choice involving varia-
tion in immediacy and magnitude of reinforcers. A more con-
vincing evolutionary analysis would consider in detail the types
of natural historical factors which conceivably dispose different
species to choose food reinforcers in different ways. Such an
analysis would be more useful than restating acknowledged
facts, such as the likely relationship between patterns of foraging
and the predictability of food resources in the natural environ-
ment. Given the difficulty of specifying the contribution to
fitness of relevant life history factors (cf. Krebs & Davies 1984),
the suggested examples of the potential adaptiveness of self-
control and impulsiveness in terms of maximizing survival seem
contrived.

Theoretical integration of findings in the self-control para-
digm literature is certainly necessary to avoid the fate of other,
once-flourishing research areas in the experimental analysis of
behavior. The matching law theory offers one possibility, but is
of limited value. Whereas this theory can account for differing
sensitivities to amount and delay of reinforcers by adding pa-
rameters to the generalized matching law, these parameters
ultimately need to be given psychological significance, unless
this is a curve-fitting exercise. Of the remaining options, an
optimality theory seems best suited to explaining the effects of
immediacy and amount of reinforcement. Optimality analysis is
a framework general enough to explain the dimensions of the
environment that control behavior, while also taking into ac-
count the constraints brought to the situation by the individual
(e.g., Staddon 1983). Furthermore, one need not be committed
to a particular view of evolution, or even to evolutionary consid-
erations at all, to apply optimality analysis. For example, in
economic theories, maximization of value, or utility, is not
necessarily equivalent to maximization of fitness (e.g., Rachlin
et al. 1981).

At the risk of oversimplification, much of the relevant liter-
ature concerning amount and delay seems to be well charac-
terized by the hyperbolic delay function. And many of the
factors which influence choice, such as distraction responses,
may be described as changing the effective delay to the larger
reinforcer. As a relevant environmental dimension, delay fits
easily into an optimality analysis. With recent evidence that

probabilities can be interpreted as delays (Rachlin et al. 1987)
and that probabilistic choice may be controlled by relative delay
(e.g., Hinson & Staddon 1983), the optimality approach may be
the way out of a potential empirical quandary.

In delay there lies no plenty

Alasdair I. Houston8 and John M. McNamarab

"Department of Zoology, Edward Grey Institute, University of Oxford,
Oxford 0X1 3PS, England and "School of Mathematics, University of
Bristol, Bristol BS8 1TW, England

Like Logue, we think that evolutionary considerations can be
useful in understanding behaviour in the laboratory. As Logue is
aware, a major difficulty is that such explanations depend on a
knowledge of the animal's life outside the laboratory.

We agree with Logue that impulsiveness can be adaptive, but
her description of such situations confuses various effects. Im-
pulsiveness means choosing a small reward now as opposed to a
large reward later. Usually this results in a reduction in the
overall rate of gain. Logue talks about impulsiveness with
reference to variability. The work of Caraco (1983; Caraco et al.
1980) and Stephens (1981) is concerned with the ability of a bird
to survive the night (during which it cannot feed). They consider
a situation in which the bird has the choice at a fixed time
between two sources of energy that differ in their variability.
Since these choices are made at a fixed time, it is not clear that
this has anything to do with impulsiveness. McNamara and
Houston (1987a) show that preference for variability in the
amount of food and preference for variability in the time at
which food is found are logically distinct. It can be optimal to
prefer variability in the time at which food is obtained in order to
survive the night, but it is again not clear that this preference for
variability can be equated with impulsiveness. The variable
option has a high probability of a short delay until food, but also
has a high probability of a long delay.

Logue is right in saying that the danger of starving while
foraging (reserves falling to a lethal boundary) can make it
adaptive to prefer small, immediate rewards. Perhaps the most
obvious case involves an animal that would starve if it waited for
the large reward. There are, however, less drastic examples in
which behaviour that might be called impulsive would be
favoured.

If rewards of magnitude are found as a Poisson process with
rate \ , then the overall rate (ignoring handling time) is -y = e\. If
the animal has the choice between two processes with the same
rate y, then it should choose the process with the smaller, more
frequent rewards. The basis of this effect is the reduction in
variability that results from small frequent rewards - the lethal
boundary makes it optimal to be risk-averse. In this case the
choice is made between different Poisson processes, perhaps
corresponding to different areas in which to forage. An alter-
native is that the animal encounters each prey type as a Poisson
process and has the choice of eating or rejecting an item once it
has been encountered. The presence of the lethal boundary
makes it advantageous to take all items that yield a positive gain
in energy, even if this does not maximize the long-term rate of
energetic gain (Houston & McNamara 1985).

As Logue says, the other possibility is that the larger, more
delayed reward may not actually be obtained. This uncertainty
can make it optimal to be impulsive and to prefer variability in
the time at which rewards are obtained (McNamara & Houston
1987a).

We are not always happy with the details of Logue's exposi-
tion. For example, the following points can be made regarding
her description of foraging theory: Logue says that any experi-
ment involving self-control can be characterised by the four
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time periods Cj, Dj, A, and Tf shown in Figure 1 in the target
article. She subsequently identifies the overall rate of reinforce-
ment Ff = l/(Cj + Dj + A; + T() with the rate \ s at which prey
are encountered in models of prey choice. This identification is
not correct, in that it ignores the time taken to handle prey
items. In the simple case of only one prey type that is always
consumed, the overall rate in the prey choice paradigm is l / ( l / \
+ h).

Logue goes on to give the standard condition for prey choice
when there are two types of prey, with type 1 more profitable,
i.e., e^h , > e^h2. She states that type 1 will always be chosen
over type 2 unless

(ei/e2)h2 - hj. (1)

This is not a very clear version of the prey-choice rule. Type 1
items should always be taken. Type 2 items should be taken if
and only if inequality (1) holds.

Perhaps most fundamentally, Logue gives the criterion for
molar maximization as that of maximizing the total amount of
reinforcement received over a given time while simultaneously
minimizing energy output over the same time period. This
criterion is not well-defined. The usual criterion is to maximize
the difference between reinforcement (energy) gained and en-
ergy expended over a given time period - and while we are on
the subject of optimality criteria: We do not claim that indi-
vidual survival is always a good approximation for fitness.

Self-restraint: A type of self-control in an
approach-avoidance situation

Sumio lmadaa and Hiroshi lmadab

'Department of Psychology, Hiroshima Shudo University, Asaminami-ku,
Hiroshima 731-31, Japan and "Department of Psychology, Kwansei Gakuin
University, Uegahara, Nishinomiya 662, Japan

In ancient times, a Chinese man once said to his pet monkeys
that he would give them three pieces of fruit in the morning and
four in the evening. As the monkeys got very angry, he told
them instead that they would be given four pieces of fruit in the
morning and three in the evening. Then the monkeys were very
satisfied. This story teaches us that, unless we use our brains,
we, too, can be tricked as easily as the monkeys (from a story of
Japanese-Chinese folklore, Cho San Bo Shi). In Japan, we have a
saying: "An impatient beggar will be given less alms." This, of
course, means: "Wait, and you will be given more. A tendency
to choose immediately available food seems to be common in
animals and human children. But some trained animals and
adult humans can wait for a larger reward which will be given
later. "A choice of a larger, more delayed reinforcer over a
smaller, less delayed reinforcer" is called "self-control" by
Logue and other researchers and the opposite choice "impul-
siveness."

In her review, Logue analyzes and integrates three different
traditions of research on impulsiveness and self-control: Mis-
chiefs social learning theory, Herrnstein's matching law (Herrn-
stein 1970) and optimal foraging theory. Although the integra-
tion is beautiful and her efforts to bring otherwise unrelated
research areas and theories into the same perspective deserve
admiration, we still cannot help feeling a kind of restlessness
after reading through the target article. Where does this unsta-
ble feeling come from? It may come partly from the difference in
meaning between the concept of self-control as operationally
defined by Logue and the meaning of the concept of self-control
in the everyday sense.

The word "self-control," apart from its delimited technical
meaning, reminds us of the word "self-restraint," at least in
Japanese culture. One of the most important concepts kept in

mind to live adaptively in Japanese society has long been "Wa,"
which literally means "harmony." But "Wa" implies more than
that, namely, "harmony with self-sacrifice and self-denial."It
emphasizes the importance of maintaining good, harmonious
human relationships, even at the sacrifice of each individual's
wishes. We have sayings such as: "A peg which sticks out will get
hammered down" and "A pheasant that keeps silent will never
get shot." These are in marked contrast with "A squeaky wheel
gets more oil." As the above sayings imply, self-restraint has
long been considered to be a virtue in our country and one has
been discouraged from speaking out too much or becoming a
peg that sticks out. Otherwise, one is likely to be punished
socially. In order to avoid such punishment, one must control
(or put restraint upon) oneself. It therefore seems to be more
realistic, at least in our culture, to broaden the concept of "self-
control" to mean "not to do (or to refrain from doing) things one
wishes to do now for the sake of the benefits in the long run or for
the sake of better survival."

The above discussion in a sociocultural context can also be
expressed using more technical terms of psychology. The con-
cept of self-control as used by Logue implies self-control in a
kind of "approach-approach" situation, whereas we are propos-
ing that the concept of self-control should be more broadly
defined so as to cover self-control in an "approach-avoidance"
situation. Looking around our environment in a molar way,
there are things in this world that we must approach as well as
things we must avoid, in order to survive: Our environment
contains in it food, water, and energy sources as well as enemies,
predators, and natural disasters. An organism cannot survive if it
devotes all of its activities to appetitive behavior. It must cope
with aversive events and learn to escape or avoid these events
properly. It may have to refrain from performing appetitive
behaviors for the sake of long run benefits. How can one discuss
the survival of organisms without regard to both positive and
negative aspects of our environment? In this sense, Logue
considers only half the story of self-control. (The story may be
less than half, but we cannot think of other types of self-control
at the moment. Is there any case of self-control in an avoidance-
avoidance situation?)

The approach/avoidance idea developed into experiments
(Imada et al. 1983; Imada et al. 1985; Imada et al., in prepara-
tion) in which adaptive processes of rats were observed in a
situation in which food and water were freely available and in
which brief, inescapable electric shocks were also given. We
hoped to simulate the natural environment by incorporating
both positive and negative elements into the experimental
situation. Observations of interplays of appetitive and defensive
behaviors were made for 24 hours a day for many days.

We have no objection to the strategy Logue used in reviewing
research on self-control. She started with a clear operational
definition of the concept of self-control and integrated research
which fits this definition. However, to define a concept opera-
tionally and objectively is one thing and whether or not the
concept thus defined is broad enough is another. Imada and
Nageishi (1982), discussing the concept of anxiety, wrote: "The
concept of anxiety as operationally defined by Mowrer (1939)
connotes only part of what is generally implied by the term
anxiety as used in everyday life by nonpsychologists. An expan-
sion of the concept of anxiety in such a way as to include in it both
CCER (classically conditioned emotional response) and BEL
(basal emotional level) is an attempt to bring laboratory usage
closer to everyday usage without losing the objectivity inherent
in an operational definition" (p. 574). What we are hoping is that
Logue will do such an expansion with regard to the concept of
self-control in the future. We believe that Logue's present
target article is the first step of more to come. Our guess is that
she deliberately avoided using a more broadly defined concept
of self-control to avoid confusions and complexities; she may
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have thought that it is premature to make any integrative review
of research relevant to such a broad concept of self-control at the
present stage of knowledge. In any case, it may at least be safer
not doing it. A case of self-control by way of self-restraint?

Functional characteristics of human self-
control

Julius Kuhl
University of OsnabrOck, 4500 Osnabruck, Federal Republic of Germany

Operational definitions are practical but risky. Their practicality
increases with increasing simplicity, and so does the risk that
they do not define the process one intends to investigate. Delay
of gratification seems to provide a good basis for a simple
operational definition of self-control. Since pigeons can be
trained to prefer a larger, delayed reward to a smaller, immedi-
ate reward, it seems justified to say that they show "self-
control." I believe, however, that Logue's definition of self-
control is grossly oversimplified.

Logue's pigeons learned to choose a bigger delayed reward
rather than a smaller immediate one. A crucial aspect of com-
monsense as well as classical and current psychological concep-
tions of self-control is the ability to maintain a choice and resist
the temptation to switch to some attractive alternative. In most
of Logue's experiments, the pigeons do not even have the choice
of switching to the immediate, smaller reward while waiting for
the bigger reward. In an experiment (Logue & Pena-Correal
1984, see section 5.2.2. of the target article) in which they were
given the opportunity to switch to the immediately available
smaller reward during the delay period, they did so.

Although Logue attempts to integrate Mischel's (1974) re-
search on delay of gratification in children with her animal
research, she does not discuss Mischel's early discovery that the
choice of a delayed reward has little to do with the actual ability
to delay gratification. This ability is called "self-control" because
it demonstrates some independence from the immediate en-
vironment. This independence can only be demonstrated when
the organism is exposed to environmental temptation and has
the opportunity to yield to it. The conceptual confusion inher-
ent in Logue's use of the term "self-control" becomes apparent
in her comment concerning the observation that pigeons
changed their choices when given an opportunity to do so: "The
lack of an opportunity for the previously fading-exposed
pigeons to change their choices (i.e., precommitment) was
responsible for their showing self-control" (sect. 5.2.2, para. 3;
emphasis added).

Based on classical German "will psychology" (Ach 1910), our
own research on self-control ("volition") has been guided by an
information-processing model of self-regulatory processes (Kuhl
1984). We define self-control (in our terminology: "action con-
trol" or "volition") as the ability to maintain an intention against
the pressure of competing action tendencies, especially against
tendencies that are stronger than the tendency the organism is
currently committed to (i.e., its current "intention"). This
definition brings out several theoretical problems that must be
resolved before we can find an adequate operational definition
of self-control. For example: How can an organism perform an
activity that is not the strongest among its competing tenden-
cies? This problem can be solved by assuming separate sub-
systems (or levels of processing) for the representation of "emo-
tional preference," commitment, and executional tendencies
(Kuhl & Kazen-Saad 1988). An adequate operational definition
of self-control cannot be found until we have a theory that
defines the criteria for identifying self-control processes.

According to our theory, six conditions have to be met for an
observed behavior to be mediated bv self-control processes.

There must be: (1) anticipation of two different cost-benefit
relations associated with two action alternatives (A: and Dj, in
Logue's notation), (2) freedom of choice during both the deci-
sion-making and the enactment phases (i.e., C: and D,), (3)
commitment to one of the action alternatives, (4) difficulty of
enactment (implying immediate "emotional preference" for the
competing action tendency - that is, the one the organism is not
committed to - and functional separation of the competing
incentives), (5) execution and maintenance of the action alter-
native the organism is committed to (until goal attainment), and
(6) internal control (se/f-initiation) of measures taken to facilitate
maintenance of the commitment. "Functional separation" sug-
gests that integration of the two competing incentives (implied
by Logue's modified matching law) does not occur, but that the
two conflicting tendencies perseverate as disparate representa-
tions producing the continuous conflict and effort typical of
human self-regulatory behavior (Ach 1910; Kuhl 1984). It is this
aspect of self-control that sometimes causes the typically human
mental disorders that are characterized by continuous conflict
and "alienation" of one's behavior from emotional preferences
(Kuhl & Kazen-Saad 1988). In contrast to Logue's interpreta-
tion, our theory suggests that, in many cases, psychotherapy
should not increase self-control, but will help clients to resolve
the conflict between their commitments and their emotional
preferences by achieving integration (e.g., by learning to devel-
op an emotional preference for a commitment).

Logue does not present any evidence that these or similar
criteria are met in her experiments. In contrast, in Mischel's
(1974) experiments, which Logue purports to integrate with her
own, careful attempts were made to meet criteria similar to
those mentioned earlier. For example, children were tested as
to whether they were able to anticipate both the reward and the
delay contingencies, whereas Logue conducted 11,000 fading
trials to train her pigeons to disregard differential delay con-
tingencies. Disregarding differential delays (or any other
positive or negative incentive) during decision-making (i.e.,
during Cj) is not equivalent to the attentional strategies Mis-
chel's children used during the delay period: Whereas the latter
help maintain a previous commitment and resist temptation
during Dj, training pigeons to overlook differential delays
during Cj removes the knowledge base necessary to attribute a
behavior to a self-control process. [See also Libet: "Unconscious
Cerebral Initiative" BBS 8(4) 1985]

One might still be tempted to argue that Logue's pigeons
showed at least one "strategic" aspect of self-control, in the
sense that they chose a future environment that helped them to
wait for the bigger reward (because that environment forced
them to wait). However, since the pigeons were trained to be
unaware of the differential delays, there was no anticipated
temptation and no need to do anything against it. The fact that
the pigeons originally learned to choose the bigger of two
equally delayed rewards suggests a more parsimonious explana-
tion of the results: They simply maintained their preference for
the bigger reward because they did not notice that the delay of
the smaller reward gradually decreased during the fading trials.
Thus, they showed acquired rigidity rather than self-control.

An adequate operational definition of self-control requires a
theory that specifies the underlying mental processes. Until
now, our own theoretical work has not yielded much more than
a description of what kinds of measurement techniques we need
to develop (e.g., techniques that assess emotional preference
and commitment independent of observed maintenance behav-
ior). Modern research on self-control will suffer a fate similar to
that of classical will psychology unless we find solutions to the
measurement problems left unresolved. During the probably
long process of searching for adequate techniques we might
practice ourselves what we are trying to study in our subjects:
waiting (and working) for the bigger reward rather than yielding
to the temptation to accept an immediate, inadequate one.
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On the origins of selves and self-control

C. Fergus Lowe and Pauline J. Home
Department of Psychology, University College of North Wales, Bangor,
Gwynedd LL57 2DG, United Kingdom

Logue's target article has the important merit of drawing atten-
tion to many of the problems associated with models of "self-
control" that are based on Herrnstein's matching law or molar
maximisation principles. The solution we are offered, however,
couched as it is in terms of a unitary evolutionary theory of "self-
control" in animals and humans alike, fails to achieve the
integration promised in the title.

Logue makes the indisputable point that "self-control," as she
defines it, is very often not a direct function of the current
physical values of the reinforcers. Invoking the notion of "per-
ceived reinforcement" - a hypothetical and unobservable con-
struct - to improve current models of choice is, however, more
contentious. In support of this, Logue notes that according to
Lowe (1979; 1983) it is perceived, rather than actual, contingen-
cies that control human behaviour. This is an unfortunate
misinterpretation, likely to lead down a slippery philosoph-
ical/conceptual slope to dualism. Reinforcement contingencies
affect human behaviour directly, and this is the case also for
verbal behaviour about contingencies, which may itself enter
into the controlling relations. Moreover, to describe such verbal
behaviour as subjects' "perception of contingencies," while
making a concomitant attempt to account for animal behaviour
in like terms, is to blur, if not obliterate, the very distinction
between animal and human performance that Lowe was seeking
to emphasise, that is, that only the latter is subject to the
influence of verbal rules and descriptions of contingencies of
reinforcement (and see Skinner 1974; 1984). Logue's approach
raises two central questions. Is it possible for a concept such as
"perception" to provide a unitary mechanism accounting for
both animal and human self-control, and is evolutionary theory
the most appropriate framework for such an account? A great
deal of recent and past research on learning would seem to
indicate that the answers to both these questions must be
unequivocally in the negative.

Human behaviour is distinguished from that of other animals
not only with respect to phylogenetic history, but also because
so much of it is determined by sociocultural factors, the chief
embodiment of which is verbal behaviour (Holzman 1985; Lowe
1983; Luria 1961; 1982; Skinner 1974; 1984; Vygotsky 1962;
1978). Human choice is thus governed by a multiplicity of
sociocultural contingencies, rather than being straightforwardly
determined by the exigencies of the "natural" environment.
Herein lies the difficulty for an overarching evolutionary ac-
count of choice, applicable to both animals and humans.

The longstanding work of Mischel and colleagues in this area
testifies to the considerable variability in children's choice
behaviour. Mischel and Peake (1982), for instance, found that
the preschool child, who delays effectively in some contexts,
may not do so in other, only slightly differing, situations. On the
basis of his extensive experiments on human self-control, Mis-
chel (1984) concedes that "because ideation can readily trans-
form the objective external situation to produce opposite re-
sults, the predictability of behavior hangs by a precariously thin
thread. . . . What people do depends on how they construe
their situation at any given moment . . . " (p. 354). The poten-
tial for prediction, rather than mere post hoc description, of
human choice is often reduced to the fact that if subjects are
instructed to adopt a given strategy and if, in addition, these
subjects have a strong history of instruction-following in such
situations, then their actual choice behaviour is likely to be
correlated with the pre-experimental instruction given. Even
Logue's most generalised equation, with three free parameters
to accommodate variance in performance, has poor predictive

value with human subjects (Logue et al. 1986 and see Table 2).
On the basis of her experiments on human choice, she has noted
that variability in behaviour is correlated with strategies for
responding articulated by the subjects at the end of the experi-
ment. She considers that, as in studies of human performance on
other schedules of reinforcement (Lowe 1979; 1983), covert
verbal behaviour is a likely determinant of human choice. But
the great variety of human verbal behaviour cannot be sub-
sumed, as a subject variable, within the free parameters of
mathematical equations.

The failure of mathematical accounts to describe and predict
human behaviour has precedents in other studies of human
choice. Where sensitivity to frequency (rather than amount
and/or delay) of reinforcement has been examined in studies of
concurrent VI schedule performance, human subjects have
been found to exhibit gross departures from the matching
equation, even in its generalised form. In contrast to the pre-
dominance of slight undermatching found in animal studies,
those human data which can be described by the generalised
matching equation show sensitivity to reinforcement ranging
from gross overmatching through considerable undermatching,
indifference, and even to negative undermatching (Home 1986;
Lowe & Home 1985; Navarick & Chellsen 1983; Oscar-Berman
et al. 1980; Pierce et al. 1981; Schmitt 1974; Takahashi &
Iwamoto 1986).

In terms of variance accounted for, some human data are only
poorly described by the generalised matching eqution. Indeed,
there are reported instances which cannot be described at all by
that mathematical relation. Lowe and Home (1985), for in-
stance, have reported that some subjects responded exclusively
to the richer components of each concurrent VI schedule pre-
sented - a result without precedent in the animal literature. At
the end of the experiment, these subjects justified this pattern of
responding by claiming that they thought it necessary in order
to maximise their earnings. However, their verbal reports
indicated that they had essentially misconstrued the scheduled
contingencies and that their chosen pattern of responding in fact
resulted in considerable "economic" loss. These experiments
provided a great deal of evidence of the pervasive effects of
subjects' rules, often very idiosyncratically formulated, on
"choice" performance.

In the course of human development, the verbal community
arranges that human choices are consistent with prevailing
sociocultural practices: Self-control is thus very much a verbal
rule-governed phenomenon, and develops as people become
more sophisticated rule-constructors and rule-users. Humans
devise various means to accomplish their self-control. For in-
stance, they may impose tasks on themselves to occupy the time
that has to elapse before the larger reinforcer is available; they
may arrange their environment so as to restrain any tendency to
impulsivity, thereby ensuring commitment to one reinforcer
alternative; or they may instruct themselves to think about non-
hedonic properties of the reinforcer to minimise the risk of
impulsivity. But self-control is not simply instruction-following
or the construction of means to ensure waiting for richer delayed
reinforcers; it may also involve a detailed consideration of the
benefits of choosing one course of action among several, even
hypothetical, alternatives.

Any human choice may therefore be a function of (i) other
choices the individual has made in the past, (ii) the choices that
the individual has seen or heard others make or recommend,
whether in real life, literature, or other media, (iii) the choices
that might be imagined, inferred, or logically deduced from any
combination of the aforementioned or any other information
source, and (iv) the consequences that followed previous choice
behaviour or might be imagined to follow hypothetical courses
of action. From such varied and idiosyncratic origins (many of
them far removed from factors which affect the survival of the
species!) emerges the "self that is controlling, and being con-
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trolled in what we identify as instances of human self-control (cf.
Vygotsky 1978). The attempt to circumscribe the latter within a
homogeneous evolutionary theory of choice, common to both
animals and humans, may have an appealing simplicity, but it
cannot begin to do justice to the complexity of the subject
matter.

On the functions relating delay, reinforcer
value, and behavior

James E. Mazur and R. J. Herrnstein
Department of Psychology, Harvard University, Cambridge, Mass. 02138

Logue's thoughtful and balanced survey of different theoretical
approaches to the problem of self-control omits a few conceptual
and empirical distinctions that seem worthy of consideration.
Our comments will focus on (1) the distinction between rein-
forcer value and behavioral manifestations of that value, (2) an
equation that appears to provide a better description of the
relation between reinforcer delay and value than Logue's Equa-
tion 2, and (3) the ability of molar maximization models to deal
with the effects of reinforcer delay.

Like others who have addressed the question of self-control
from a reinforcement-theory perspective, Logue focuses on the
relationship between reinforcement delay and value. Her Fig-
ure 1, like Ainslie's comparable graphs (e.g., Ainslie 1975), plots
value as a reciprocal function of delay. Her discussion then
moves directly to implications for behavior, without any explicit
statement or consideration of the relationship between behavior
and value. It seems to us that there are two relationships at issue
here and that it is a good idea to be quite explicit about both of
them. First is the one relating value (V) to delay (D), but second
is the one relating behavior (B) to value. In functional form, the
two relationships can be written as

V = fl;D,a,b, . . .)
B = g(V,l,m, . . .)

The lower-case letters in parentheses refer to variables other
than delay and value which affect value and behavior, respec-
tively, and will receive no further attention here. Among the
three upper-case letters, the only directly observable depen-
dent variable here is behavior. We know a fair amount about the
nature of its functional relation to value (or its synonym, rein-
forcement), and that relation is the proper basis for making
inferences about the unobservable variable, value.

Specifically, much evidence suggests that behavior is, at least
approximately, a hyperbolic function of reinforcement, in accor-
dance with the absolute response rate version of the matching
law, as follows:

B,=
kV,

v,
(1)

In this form, the parameter k represents the total amount of
behavior expressed in units of BL and the parameter Ve is total
reinforcement (i.e., value) other than that expressed by V r In
selecting a functional form for the relationship between value
and delay, it seems prudent that it be both formally consistent
with the matching law, and confirmed by the available evi-
dence. Or, to put it another way, a failure to take this logical
connection into account may be a failure to take advantage of the
potential for creating a coherent account of behavior."

These considerations evidently did not much influence
Logue's formulation. Her Equation 2, stating her power-law
expression for the function relating amount and delay of rein-
forcement to behavior, seems to us to have theoretical and

empirical problems. Theoretically, it implies that the behavior
ratio is as much influenced by a pair of delays of, say . 1 and .01
seconds as it would be by 10 and 100 seconds, an assertion that
flies in the face of plausibility. Logue recognizes the issue but
does not see how readily it can be resolved by the matching law,
once the right functional form for the relationship between
value and delay is selected. This brings us to the empirical side
of the issue.

The empirical challenge to her Equation 2 is provided by a
series of experiments by Mazur (1984; 1986; 1987), who used
pigeons as subjects. Mazur found that the following hyperbolic
equation offers an accurate description of the relation between
reinforcer delay and value:

1 + KD,
(2)

where V( is the value of a reinforcer delayed Df seconds, and K is
a free parameter that can vary across species, individuals, and
situations (just as sD and sA can vary in Logue's equation). As

reflects the amount of reinforcement, but unlike Logue, Mazur
assumed only that A( is monotonically related to physical mea-
sures of amount (e.g., milligrams of food). For his purposes,
there was no reason to assume that A( (and therefore Vs) doubles
if the quantity of food or any other reinforcer doubles.

Equation 2 was tested by giving pigeons hundreds of choices
between two delayed reinforcers, one large and one small.
Mazur's procedure was designed to obtain estimates of indif-
ference points - pairs of delay-amount combinations that had
equal value. For example, Mazur (1987) found that for a typical
pigeon, 2 s of food delivered after a 6-s delay was about equally
preferred to 6 s of food delivered after a 17-s delay. By keeping
the 2-s and 6-s amounts constant but varying the delays, Mazur
could determine, for each increment in the small-reinforcer
delay, how much the large-reinforcer delay had to be increased
to maintain indifference. For all subjects, plots of large-rein-
forcer delays as a function of equally preferred small-reinforcer
delays yielded linear functions with slopes greater than one and
y-intercepts greater than zero. These functions are predicted by
our Equation 2, but they are incompatible with other possible
relations between delay and value, including an exponential
relation (Vf = Ai

>exp[ —KDj) and an inverse relation (V( =
)

These empirical indifference functions are also incompatible
with Logue's Equation 2, which predicts that as the delay for a
small reinforcer approaches zero, the delay for the large rein-
forcer must also approach zero to maintain an indifference point.
However, the positive y-intercepts obtained by Mazur (1987)
meant that subjects were indifferent between 2 s of food deliv-
ered with no delay and 6 s of food delayed a few seconds. One
might argue that the delay for the 2 s reinforcer was not really-
zero because it took the pigeons a fraction of a second to reach
the food. However, Mazur, Stellar, and Waraczynski (1987)
recently obtained similar results with rats using a reinforcer that
was presumably received virtually instantaneously after a re-
sponse - electrical stimulation of the brain. Even with the
instantaneous delivery of a small reinforcer as one option, the
rats chose to wait 4 s or more fora larger reinforcer. This result is
inconsistent with Logue's Equation 2, and with any other
equation that assumes that Vf approaches infinity as D( ap-
proaches zero.

Let us now combine Mazur's findings concerning value as a
function of delay (Equation 2) with the matching law in its
absolute response rate form (Equation 1):

1
A

kA!
+ KD,

1 A V

kA,

1 + KD,
A, + Ve + KD,Ve

(3)
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This equation differs from Herrnstein's attempt to combine
the two underlying relationships (see Herrnstein 1981). Equa-
tion 3 is consistent not only with the evidence on delay and
matching, but also with all of the effects described in Logue's
target article; it would not be appropriate here to re-review the
evidence, however.

Our final comment concerns the way Logue and others have
attempted to accommodate the effects of delay within the
framework of molar maximization theories such as optimal
foraging. [See also Houston & Macnamara: "A Framework for
the Functional Analysis of Behavior" BBS 11(1) 1988. ] As Logue
correctly states, without modification these theories predict that
animals will always choose the larger but more delayed rein-
forcer in a self-control situation. To deal with overwhelming
evidence to the contrary, the theories sometimes include time-
windows beyond which delayed reinforcers are simply not
counted. In our view, this approach makes little sense. For one
thing, many lines of research indicate that reinforcer value
declines continuously and gradually with increasing delay, not
in the stepwise fashion that a time-window implies. Another
way to modify a molar maximization theory would be to incorpo-
rate a temporal discounting function that- lowers the impact of
delayed reinforcers (cf., Rachlin et al. 1981). But whether the
temporal discounting is stepwise or gradual, its inclusion in a
molar maximization theory seems to be a contradiction of the
meaning of the word "molar," in the absence of essentially ad
hoc suppositions chosen to vitiate or disguise the contradiction.
The main assumption of molar maximization theories is that
some resource (e.g., food, energy) will be maximized in the long
run, presumably because this will enhance the creature's
chances of survival. Once a temporal discounting function is
added to such a theory, however, the theory no longer predicts
that any long-term variable will be maximized (except by coinci-
dence). To us, the dramatic effects of delay offer clear evidence
that both human and nonhuman decisions are all too frequently
guided by short-term consequences, and they point to one of the
major shortcomings of theories postulating long-term maximi-
zation.
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outcome is ordinarily adaptive. It is the contrived situation of
the experimental laboratory that makes this sensitivity appear
maladaptive.

Although the comparison is not perfect, the maladaptiveness
of choosing a smaller, immediate reward over a larger, delayed
reward may have a counterpart in the ethological literature:
supernormal stimuli. Herring gull chicks peck more at an
artificial model of its parent's bill with such exaggerated features
as an elongated tip and a red patch near the end, than at a normal
model (Tinbergen 1953). In addition, ringed plovers and oyster
catchers may choose to incubate supernormal eggs of exagge-
rated size and color pattern in preference to their own eggs
(Tinbergen 1951). None of these findings seems adaptive. If the
artificial models with the exaggerated features existed in the
world outside the laboratory, species that manifested these
tendencies would surely not have survived. The control exer-
cised by delay corresponds to the control exercised by the
supernormal stimuli, and adaptiveness is a post hoc judgment of
the behavior, rather than a description of the environmental
features that evoke it.

Thus, some caution is to be urged if self-control and im-
pulsiveness are conceptualized as phylogenically determined,
organocentric "faculties" that are simply revealed in a choice
between smaller, immediate reinforcers and larger, delayed
reinforcers. What has a phylogenic basis is the sensitivity to
particular kinds of environmental stimulation. Of course, on-
togenic considerations may be superimposed onto the phy-
logenic considerations. That is presumably why the pattern of
responding called "self-control" may be shaped through a fading
procedure (Mazur & Logue 1978).

In any case, behavior exists with respect to the environment.
Operant responding is a special case of such behavior, the basis
of which is presumably phylogenic. Organisms that inherit a
sensitivity to the consequences of their actions are more likely to
survive. Choice behavior is a special case of operant responding,
and self-control/impulsivity is a special case of choice behavior,
under the influence of both ontogenic and phylogenic variables,
depending on the species and the life experience of the subjects.
It is not clear that phrasing the issue in terms of "perceived
reinforcement," in variations on the classic S-O-R theme, will
prove to be the most effective approach.

Evolution and impulsiveness

Jay Moore
Department of Psychology, University of Wisconsin-Milwaukee, Milwaukee,
Wis. 53201

Logue has reviewed the human and nonhuman literature on
self-control, and has proposed that self-control research be
integrated under a conceptual framework that draws heavily on
adaptiveness and evolutionary theory. In one sense, the sug-
gestion is surely correct: Organisms living today are the product
of, perhaps, one or two hundred million years of evolutionary
history. When we use these organisms as subjects in our labora-
tory, the variables they encounter, such as delay and amount of
reinforcer, have presumably been relevant in the history of the
species.

Nevertheless, one of the most striking findings in the self-
control literature is the apparent maladaptiveness of the behav-
ior. Without a good deal of urging, organisms will reliably
choose a smaller, more immediate reward over a larger, delayed
reward, even though this pattern of preference results in a lower
net intake over the time period in question. Although this
behavior might be judged as maladaptive, it suggests that
organisms may have been selected over the years on the basis of
their sensitivity to immediacy of outcomes. As Section 7 of the
target article points out, a sensitivity to the immediacy of an

Spurious self-control: Potential outcome in
research with humans

Douglas J. Navarick
Department of Psychology, California State University, Fullerton, Calif.
92634

Logue adopts the standard behavioral definition of self-control -
choice of a larger, more delayed reinforcer over a smaller, less
delayed one. Implicit in this definition is the premise that
immediacy of reinforcement is, in fact, a factor in choice; for
example, if the reinforcers were equal in magnitude, the less
delayed one would be preferred. It is instructive to consider the
case in which the premise of self-control research is not met and
the subject is indifferent between immediate and delayed rein-
forcement. If the delayed reinforcer were subsequently made
larger than the immediate reinforcer, and the subject preferred
the former alternative, Logue's criterion for self-control would
be met. The observed effect would be spurious, however,
because no conflicting response tendency requiring control or
restraint would exist.

In nonhuman subjects, a preference for reinforcement imme-
diacy is a safe assumption, but in normal human adults it is not.
Whether or not reinforcement immediacy affects choice appears
to depend on the type of reinforcer used. In the studies of mine
cited in the target article, several reinforcers were used - noise
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termination, video game playing, and the viewing of slides of
entertainment figures. In each case, subjects preferred immedi-
ate reinforcement to delayed reinforcement with amount of
reinforcement and overall reinforcement frequency held con-
stant, thereby making a test of self-control meaningful. How-
ever, in another study (Navarick 1985), subjects did not prefer
immediate to delayed reinforcement, even though they pre-
ferred a large to a small amount of reinforcement. In this case I
used a novel type of reinforcer that derived its value from the
instructions rather than from any physical characteristic of the
stimulus. Specifically, the reinforcer was a set of indicator lights
on the response console that the subject was asked to react to
with a "pleasant feeling." There was no expectation that subjects
would actually experience pleasure in response to the lights.
Rather, it was thought that the instructions would impart rein-
forcing value to the stimulus by establishing an experimental
demand characteristic which specified that the lights should be
valued. (The results suggest that subjects were indeed respond-
ing to a demand characteristic, that is, in a manner likely to
produce approval, or avoid disapproval, by the experimenter.
The instructions implied that some reinforcement was better
than none, from which subjects probably inferred that more was
better than less. However, there was nothing in the instructions
to suggest that turning the lights on immediately was better than
turning them on after a delay, hence the finding of indifference
to reinforcement immediacy.) Since reinforcement immediacy
was not a factor in choice, it was pointless to proceed with a test
of self-control. A preliminary assessment of preference for
immediacy thus prevented an erroneous characterization of
performance in the sort of paradigm advocated by Logue.

The experiment by Logue et al. (1986) described (sect. 5.3.1.,
para. 3) and illustrated by Figures 7 and 8 is offered by Logue as
an example of human self-control in an operant conditioning
paradigm. However, the effect may well be an instance of
spurious self-control, an artifact of the type of reinforcer used -
points exchangeable for money. Intuitively, it seems likely that
points have functional properties similar to those of the lights
used in my experiment. That is, subjects would probably have
preferred a large to a small number of points if the delays had
been equal, but would have shown no preference for receiving
points now rather than later if the numbers of points had been
equal (e. g., 3 points now followed by a delay of 10 sec vs. a delay
of 10 sec followed by 3 points). Such a dissociation between the
effects of amount and delay also raises questions about the
appropriateness of interpreting results in terms of animal mod-
els of choice (e.g., the "generalized matching law"). These
models presuppose an effect of immediacy, and if none exists, a
reasonable inference is that the processes controlling choice
differ fundamentally from those found in nonhuman subjects.

In summary, I would suggest that researchers interested in
studying human self-control or impulsiveness in an operant
conditioning framework avoid the use of points as reinforcers.
Not only do they fail to produce impulsiveness (as demonstrated
by Fig. 8), but they probably also fail to produce genuine self-
control.

On observing the unobservable

Ovide F. Pomerleau and Cynthia S. Pomerleau
Behavioral Medicine Program, Department of Psychiatry, University of
Michigan School of Medicine, Ann Arbor, Mich. 48105

The self-control paradigm shows much promise for furthering
the theoretical understanding of complex behavior, and it has
practical and societal implications as well. For example, from a
public health perspective, prevention of the leading causes of
morbidity and mortality involves the modification of self-man-

agement disorders such as smoking, overeating, problem drink-
ing, and exercise (Pomerleau et al. 1975). Similarly, many
societal issues may be productively analyzed as problems of
choice and delay of gratification; for example, resource manage-
ment can be conceptualized as involving conflicts between
expediency in the use of natural resources and deferring to a
time when there might be greater need or better understanding
of complex ecological issues.

The value of Logue's attempt to integrate insights from
seemingly disparate lines of research on self-control - social
learning theory, operant conditioning, economics, and evolu-
tionary theory - is manifold: It makes insights from one disci-
pline accessible to other disciplines; it helps to break down the
artificial fragmentation of the object of study - the organism -
that inevitably results from the existence of many different
fields, each with its own assumptions, technology, and termi-
nology; and it offers reassurance that we are studying something
real, that our theories and the observations we base them on are
not simply artifacts of methodology. However, the danger of this
attempt is that the whole will only be as strong as its weakest
part, and that weaknesses in one approach will undermine
strengths in another. All models are not necessarily created
equal.

Logue argues cogently that a cardinal virtue of her formula-
tion of self control - a choice of a larger, more delayed reinforcer
over a smaller, less delayed reinforcer - is that it can serve as an
operational definition that permits systematic examination of
the phenomenon in both laboratory and field settings. And
indeed, she presents an impressive body of evidence to support
this contention. Her discussion of methods for specifying indi-
vidual differences, for example, is very provocative in suggest-
ing ways of quantifying them so that they can be studied
directly, rather than being lumped in with "error." It is there-
fore ironic that the logic of her argument leads her to fall back on
the idea of "perceived reinforcement" - a "hypothetical, unob-
servable construct that simply represents the observable influ-
ence of various factors on the relationship between behavior and
reinforcers." Such a construct does not easily lend itself to
operationalization.

But is it really necessary to posit a cognitive construct that is
something other than the sum of its parts? For example, Logue
states that "researchers studying human operant conditioning
have been using this concept to help describe some of the lack of
correspondence between behavior and the current environ-
ment that seems to be so prevalent with human subjects." These
differences in performance, however, can be seen more par-
simoniously as variability in the capacity to develop or learn self-
control strategies - that is, techniques useful for maintaining
behaviors that increase the probability of obtaining larger de-
layed reinforcers. Thus, what allows organisms to ignore various
"temptations" is, operationally, the ability to acquire complex
behavioral repertoires. Such a line of reasoning devolves natu-
rally to an emphasis on behaviors whose control can be manipu-
lated, making functional analyses possible.

Moreover, rather than proving the existence of some sort of
cognitive transformer that cannot be directly observed, the
seeming "lack of an isomorphism between reinforcement and
behavior" may simply reflect a shortcoming of black box models
in failing to consider biological mechanisms (Crick 1979). Thus,
complex cognitive explanations of drug addiction may be radi-
cally simplified by taking into account the psychopharmacolog-
ical effects of substances with abuse potential. Logue herself
alludes to the possibility that "hot thoughts" may elicit condi-
tioned insulin release but fails to acknowledge that this phe-
nomenon may actually obviate the necessity for metaphorical
constructs. The fact that behavioral, physiological, and bio-
chemical responses can serve as directly observable concomi-
tants of craving (Pomerleau et al. 1983) brings "perceived
reinforcement" back into the realm of physical science.
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Self-control and the panda's thumb

Eliot Shimoff and A. Charles Catania
Department of Psychology, University of Maryland Baltimore County,
Catonsville, Md. 21228

Logue's analysis of self-control begins with definitions and ends
with an evolutionary account. Such a progression is attractive,
because an evolutionary perspective is appealing to most re-
searchers in the biological tradition. It is also parsimoniously
liberal, in revealing the common roots of apparently conflicting
theoretical positions. Unfortunately, the evolutionary perspec-
tive as presented in the target article fails to make some impor-
tant distinctions.

The panda's thumb and the octupus's eye are classic examples
of how very different evolutionary histories can produce super-
ficially similar organs; the panda's thumb and the octopus's eye
are respectively analogous but not homologous to a human's
thumb and eye. The same distinctions must be made among
expressions of self-control in different species. It is plausible
that the varied expressions of self-control in nonhuman verte-
brate species share common phylogenic evolutionary histories
and can be appropriately considered homologous; they are all
instances of the same kind of self-control. But it seems unlikely
that self-control in verbal humans is a product of that same
evolutionary history; it is part of a very different behavioral
class.

Human self-control includes a ubiquitous verbal component,
and thus is at best only analogous to pigeon self-control; it is clearly
not homologous to it. The target article presents examples of
experiments in which the data of verbal humans differed
qualitatively and quantitatively from those of nonverbal humans or
of nonhumans, for example, the changes in self-control with age
that occur when "children began to express knowledge of behav-
iors associated with delaying" (sect. 5.1.1, para. 1), and the
maximization data that disagree with matching equations and are
said to reveal a "maximization strategy . . . based on [the sub-
jects'] verbal abilities and histories" (sect. 5.3.1., para. 3).

In fact, some of these differences might not even justify an
argument for analogies, much less homologies. But even if the
analogies were closer, it would be begging the question to
assume that human self-control is based on acquired verbal
strategies that allow the individual to modify time horizons or to
change the relative weightings of alternatives. We agree that
"species differences in choice behavior, including any effects of
human verbal behavior, can be examined within a self-control
paradigm" (sect. 1, para. 7), but what we miss are suggestions of
how such an analysis might proceed. How are self-verbalizations
established? What are their functions? What is the relation
between expressed preferences and actual choices? Until such
questions are answered, the status of verbal self-control in the
context of the present evolutionary account remains moot.

Self-control in verbal humans has two evolutionary sources.
First, the verbal behavior itself must be the response of our
species to evolutionary pressures that operated at the phy-
logenic level. Second, self-control in verbal humans must also
reflect a different level of selection: the ontogenic selection of
some responses over others. The proximate causation for the
self-control that might have been involved in Logue's prepara-
tion of the target article or in our preparation of this commentary
must have been ontogenic rather than phylogenic selection.

The difference between ontogenic and phylogenic selection is
important for two reasons. First, we must distinguish between
topographically similar responses with different behavioral his-
tories. Such a distinction is the hallmark of a functional analysis.
The behaviorists' specification of operants as response classes
sharing common reinforcement histories, like the evolutionists'
distinction between homologous and analogous parts, implicitly

distinguishes topographies from origins and forms from
functions.

Second, the distinction between phylogenic and ontogenic
histories directs subsequent research. If, as we suspect, human
self-control is a product of ontogenic histories that involve
verbal behavior, accounts of self-control that do not provide a
separate analysis of the role of verbal behavior are necessarily
incomplete and inadequate.

Misinterpreting Mischel

Edmund J. S. Sonuga-Barke
Department of Child and Adolescent Psychiatry, Institute of Psychiatry,
University of London, London SE5 8AF, England

Logue's attempted synthesis of experimental work on "self-
control " is dogged by a tension between two different ways of
thinking about self-control. On the one hand there are the
quantitative theories associated with contemporary behavior
analysis - molar maximization theory and the matching law; on
the other hand there is Mischel's (1973) cognitive social learning
theory of personality development. In the end Logue's brand of
eclecticism fails because these tensions are not satisfactorily
resolved within her evolutionary framework. This tension exists
because Logue attempts to integrate formal aspects of Mischel's
theory (for instance, its use of the notions of hot and cold
thoughts in explaining "self-control" and "impulsivity") without
first unloading and attempting to understand its associated
philosophical baggage.

The significance of Mischel's developmental perspective. Mis-
chel's theory, although used to explain behavioral phenomena,
is essentially a theory of development. Consequently, the way a
child's behavior relates to the environment is regarded as an
expression of his developmental status (Mischel 1981c). Logue
seems to have missed the significance of this, concentrating
instead on a nondevelopmental interpretation, in which a sub-
ject's behavior "is represented as a function of the perceived
environment."

As a consequence, Logue fails to come to terms with the
different roles played by the notion of "self-control" in Mischel's
theory and in behavior analysis generally. For whereas in
contemporary behavior analysis "self-control" is just a conve-
nient way to describe a type of response to a complex intertem-
poral choice situation, in Mischel's theory it plays a central role
in defining the conception of rational action toward which the
"normal" child develops (Mischel 1981c). For Mischel, the
ability to "delay gratification" has value in and of itself, because
it is one component of a "mature personality orientation"
(Furnham & Lewis 1986, p. 83). Hence, although it is accept-
able for a behavior analyst to suggest that "impulsivity" could
exist because it is adaptive (sect. 7, para. 8), for Mischel such a
suggestion would contradict the view of rationality on which his
developmental theory is constructed.

Comparing Mischel's paradigm with the operant, "self-control"
paradigm. It is important to recognise that this developmental
perspective has in the past constrained the types of interpreta-
tion given to childrens' performance in Mischel's "delay of
gratification" experiments. It has done this because it implies
that there is a "correct" way for subjects to behave (i.e., they
should show self-control). This leads Mischel (and also Logue in
the present target article) to ignore some possible interpreta-
tions. For example, perhaps the child who chooses the small
reward (i.e., acts impulsively) is maximizing a source of reward
outside the experiment; according to this interpretation, the
research goal must be to identify that source.

This type of explanation focuses on the role played by the
postreward delay period in operant "self-control" and Mischel's
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"delay of gratification" studies. In operant studies of self-con-
trol, postreward delay follows the delivery of the immediate
small reward in order to compensate for the effects of the longer
delay to the large reward on the relative rate of reward access.
(With no postreward delay the small immediate reward is
associated with both the higher rate of reward access and the
higher rate of reward.)

In the "delay of gratification" paradigm no such postreward
delay period is included. Logue, overeager to stress the sim-
ilarities between the two paradigms, argues that adding such a
period of time would serve no purpose in the one-choice pro-
cedure used in Mischels post-1970's paradigm, and that the
choices made in the two paradigms are essentially equivalent.
This is incorrect. Whereas it is true that in a one-choice situation
the effect of prereward delay is not confounded with rate of
access to rewards available within the experiment, it is, how-
ever, confounded with access to rewards available outside the
experiment; it affects the economic context in which the experi-
ment operates (cf. Sonuga-Barke et al., in press a).

Reinterpreting Mlschel's data. Unless one assumes that each
choice made in the lab is isolated from its real-world economic
context, it must be conceded that the small experimental re-
ward, added to the opportunity to leave the experiment early
(and so gain extra-experimental rewards), might be of more
overall value than the large experimental reward. This means
that the "delay of gratification" choice situation does not share
the same quantitative characteristics as that used in operant
"self-control" studies, and that results from the Mischel studies
need to be reinterpreted before they can be integrated into this
general theory.

For instance, according to the present analysis there are
clearly two possible explanations of choosing the small reward.
It may be that the child is "impulsive" (in Mischel's sense), so
that although he prefers the large delayed reward he is unable to
wait for it. But it may be that the child is sensitive to the rate of
access to extraexperimental rewards and prefers the smaller
reward.

This ambiguity leads to the counterintuitive position that
what both Mischel and Logue call "impulsivity" - the choice of
the small, immediate reward - should in some situations be
regarded as having a higher developmental status than "self-
control," the choice of the large reward. Sometimes choosing a
small, immediate reward may show precisely that sensitivity to
the economic context that is necessary for effective practical
action (Sonuga-Barke et al., in press b).

Evolution, behavior systems, and "self-
control": The fit between organism and test
environment

William Timberlake
Department of Psychology, Indiana University, Bloomington, Ind. 47405

Logue has provided a service in simultaneously considering
three divergent approaches to the study of self-control (defined
as the choice of the larger but more delayed of two alternative
rewards). The cognitive approach of Mischel (1981a) focuses on
the effects of "hot" versus "cool" thoughts on choice. The
matching law approach focuses on the relative drop-off in the
value of an alternative as a function of delay and amount of
reward. The maximization approach focuses on the overall
density of reward, adding to the matching law variables the
delay to the next choice and the notion of time horizon. Logue
appropriately emphasizes the similarities among these ap-
proaches in terms of the factors presumed to affect choice and in
their use of "perceptual" concepts to deal with the fact that self-

control may either occur or not. All of this is straightforward and
clearly described.

However, Logue has a more complex purpose in mind,
namely, the contention that the mixture of self-control and
impulsiveness that occurs in experimental situations can be
understood in evolutionary terms. Impulsiveness will be
favored for those species (and/or in those situations) in which
speed of feeding is necessary, or the environment is sufficiently
changeable to make impulsiveness of a higher expected value.
In contrast, self-control will be adaptive when immediate food
intake is unnecessary. Given this analysis, Logue argues that
different models may be more appropriate for different
circumstances.

I am in basic agreement with Logue's conclusion that self-
control/impulsiveness, like any other set of alternative behav-
iors, must occur as a function of the fit of the phylogenetically
and ontogenetically derived structures and processes of an
organism with the nature of the environment. However, Log-
ue's approach is not yet sufficiently spelled out to produce
strong predictions. The fit between theory and data is not made
firm enough using the present data to deal accurately with
future data.

Some cases in which Logue argued for specific mechanisms
seemed unlikely. For example, I don't believe that the failure of
pigeons to maximize in typical self-control situations is due to a
time-horizon of less than, say, six seconds. If pigeons cannot
integrate information over a longer time period than this, how
do they choose appropriately among patches of different density
in the wild? In the laboratory, how do they match relative
responses to relative reinforcers, especially on concurrent chain
schedules, which require evaluation over much longer time
periods?

In the remainder of this commentary I will briefly sketch a
more concrete evolutionary approach that may account for a
good deal of the data in the self-control paradigm. Timberlake
(1983; 1986) and Timberlake and Lucas (1985; in press) have
maintained that learning in animals occurs within a multilevel
functional structure called a "behavior system" by the eth-
ologists (e.g., Tinbergen 1951). A behavior system comprises
motivational processes, stimulus filtering, and response organi-
zation evolved to increase the probability of obtaining a particu-
lar commodity, such as food.

Two aspects of a behavior system are important here. First,
the lowest level of a behavior system consists of particular
perceptual-motor modules that sensitize the animal to entrain-
ment and control of particular motor topographies by particular
stimuli. Second, the ease of activation of these perceptual-motor
modules is controlled, to an extent, by two partially overlapping
motivational states or modes, general and focal search. General
search refers to exploratory and systematic search behaviors
related to increasing the likelihood of locating and capturing
food. Focal search refers to behaviors related to the actual
capture and handling of food. The mode of behavior of an animal
is determined primarily by the proximity of reward (in terms of
time, effort, and physical distance) and, to a lesser extent, on
specific cues that may differentially control a particular module.

From a behavior-system standpoint, impulsiveness should
arise when the animal is in focal search mode based on proximity
to reward. The focal search mode overrides issues of patch or
subpatch selection in favor of responding to the cue that best
controls focal search-related behavior. The lighted keys in a
Skinner box for pigeons have obviously been designed to control
pecking, at least some of which (the open-beak peck) is strongly
related to focal search. Since both keys are the same distance
from the hopper and are lit at the same time, we must assume
that the mode-related value of these cues is determined by the
relative delay and amount of food, and that the delay of food
counts more than its amount. Given these assumptions, with
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relatively short delay to the initial reward (say less than 6
seconds) pigeons should be in focal search mode and should be
most likely to peck the keylight associated with the faster
reward.

In contrast, if animals are at a greater distance from food, and
therefore in a more general search mode, they should respond
to the cue that best entrains more general search behaviors.
Thus, the choice between two lighted cues is more likely to
reflect which subpatch or patch will be the more productive. In
general, any variable that increases the perceived proximity to
food will promote focal search behavior and will produce less
self-control. The impulsiveness effect will be increased to the
extent that the experimenter measures choice by focal-search
behaviors directed to focal-search cues, and it will be decreased
to the extent that the experimenter measures choice by more
general search behaviors directed to or controlled by cues more
appropriate to general search.

From these arguments the current self-control paradigms for
pigeons appear designed to produce impulsiveness because
they predict a very proximate reward with a punctate cue
suitable for controlling focal search. Impulsiveness should be
decreased by increasing the delay to the first reward or by
requiring pigeons to locomote to particular locations in response
to diffuse cues to obtain access to food. Perhaps the best self-
control in this paradigm could be obtained by requiring locomo-
tion with respect to a diffuse cue to obtain the proximate reward
and pecking of a punctate cue to obtain the more distant reward.

Because the focal search argument predicts that impulsive-
ness should appear only when the animal is quite close to a
reward, there is an apparent conflict with Logue's argument that
the Collier (1982) phenomenon of increased meal length and
decreased meal frequency with increased requirement for ini-
tiating a meal is a self-control phenomenon. In Logue's in-
terpretation, the increased size/decreased frequency in meals
represents a shift between a choice of smaller, less-delayed
rewards to a choice of larger, more-delayed rewards. In my
opinion, Collier's is a different phenomenon. In the self-control
paradigm, the self-control choice represents a disruption of the
search, capture, and handling sequence. In Collier's paradigm
this sequence is not interrupted - it is simply delayed because of
the large initial search costs involved. The accompanying in-
crease in meal size appears related to the same variable that
finally overcomes the initial search cost, namely, an increase in
feeding motivation.

It follows from a behavior system approach that any pro-
cedure that de-emphasizes the relative proximity of the nearest
reward or directly decreases the strength of the focal search
mode by physiological manipulations will increase self-control.
Any procedure that emphasizes proximity of reward, or oper-
ates to increase the strength of the focal search mode, should
decrease self-control. At an intuitive level, this appears to relate
well to how all organisms make decisions among alternatives.
We have indicated some of the data for laboratory animals
above. In the case of humans, impulsiveness is controlled by, for
example, thinking of other things, being rational, taking the
long view, holding a distant goal fixed in mind, relaxing, or
taking tranquilizers - all behaviors apparently designed to avoid
a focal search mode. Impulsiveness can be increased by focusing
on immediately obtainable stimuli, handling, thinking of ac-
cessible goals, and dwelling on immediate sensory conse-
quences, all behaviors supporting a focal search mode.
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Not all models are on the same level:
Empirical law and hypothesis

Norio Yamamura
Department of Natural Science, Saga Medical School, Nabeshima, Saga
840-01, Japan

Logue's target article aims to integrate theoretical methods in
two different fields, experimental psychology and behavioral
ecology, with special reference to self-control and impulsive-
ness. I appreciate her project in view of the fact that various
studies in the two fields have been based on considerably
different systems of philosophy and methodology even when
similar problems were treated, often rendering comparisons
superficial. Logue's effort, however, seems to be a somewhat
immature step toward such an integration. For example, the
scheme in Figure 1 is quite insufficient as a paradigm in which to
discuss self-control problems. It represents only the time sched-
ule on which subjects behave. In the pigeon experiments,
rewards for pigeons are proportional to the time of reinforcer
access: Herrnstein's original and modified matching laws can be
described in terms of that time and the reinforcer delay alone. In
Mischel's social learning law, rewards are reflected in the
quality of presents given to children. In the classical foraging
theory, energy values of prey signify rewards. Although Logue
discusses rewards as a "size" in her subsequent context, I think
the paradigm should include an explicit reference to rewards at
the beginning so as to demonstrate the total theoretical
framework.

Logue arranges the three models above on the same level and
describes various analogies for her intended integration of
terminology, causal analysis, and theoretical analysis. Particu-
larly in the theoretical analysis section, "evolutionary theory " is
stressed as a key agent for the integration. In my assessment, the
former two models, called "local delay models," are simply
empirical laws deduced from experimental data, and the last,
called the "molar maximization model," is a theory that includes
a hypothesis on the principles underlying how animals behave.
It is thus unreasonable for the three models to be discussed on
the same level. It is not until the first two models have been
expressed in terms of verifiable hypotheses that a real integra-
tion of the self-control problems is achieved. As they stand, the
models do not have the same theoretical structure.

In the optimal foraging theory, animals are assumed to be-
have so as to maximize the average intake rate of energy (Pyke et
al. 1977) or to minimize the probability of starvation (Houston &
McNamara 1985). The maximized or minimized quantity is
clearly defined as a mathematical function, and the deduced
results are checked against experimental or observational data.
Similar maximization methods have brought about recent pro-
gress in the analysis of various animal behaviors, including
mating behaviors and sociality (Krebs & Davies 1987). Thus one
should find some concrete quantitative functions whose max-
imization (or minimization) leads to Mischel's social learning law
or Herrnstein's matching law. It is insufficient to discuss those
laws only verbally in relation to survival values for subjects, as
Logue does. In addition, maximized functions are not neces-
sarily of survival value because humans and other cognitive
animals have great aptitudes for learning. Through education,
they might behave so as to reduce their own chances of survival.
In other words, maximized functions may have a learning
background as well as a genetic background.

Although I am unable to provide any concrete function at the
moment, I will adduce some factors to be considered for con-
structing a maximized function that might lead to Herrnstein's
original or modified matching law. If pigeons in the experimen-
tal set understood patterns of food supply perfectly and at-
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tempted to maximize the rate of energy intake, they would have
to become persistent on one choice, right or left, whichever
gives the higher rate. The matching laws show that this is not the
case, that is, pigeons show access patterns somewhat randomly
alternating between the two choices with certain probabilities. I
think that severe starvation is irrelevant because the prerein-
forcer delay is only several seconds. Thus, pigeons are expected
to attempt to maximize the energy intake rate. But the pattern of
food supply is very unusual compared with one in natural
environments.

If pigeons are feeding on grains or seeds dispersed over an
open area, persistence in a limited range becomes inefficient
because of food depletion; the optimal foraging is alternating
feeding sites after a certain time interval. Neither is it conceiv-
able that positive correlation is found between "delay time" and
"size" over different sites in natural environments. In case of no
correlation, the average rate of energy intake is proportional to
the frequency of feeding bouts. Pigeons may respond partially to
such a natural food supply in their imaginary world, driven by
instinct based on their evolutionary history. This explanation is
compatible with frequent alternations between the choices and
a stronger tendency toward impulsiveness in the experiments.

Another point that Logue fails to refer to is a game-theoretic
feature of the foraging behavior. When more than two subjects
forage in the same area, the pay-off of any strategy adopted by
any given subject should depend on the number of competitors
and on what strategies the other subjects adopt. For example, a
theoretical analysis shows that when food is patchily distributed
the optimal residence time in a patch is an increasing function of
the number of competitors (Yamamura & Tsuji 1987). Although
the experiments leading to the matching laws were always
conducted with one pigeon on one occasion, the pigeons might
in fact behave so as to maximize the food intake rate under
competitive conditions. The pigeon is a group-living animal.

In summary, I stress again that the integration of the self-
control problems should be attempted in such a way that
theories assume the same structure as the maximization method
and that the natural environments of animals used in experi-
ments must be considered thoroughly when maximized func-
tions are formulated.

Evolution is not rational banking

Michael D. Zeiler
Department of Psychology, Emory University, Atlanta, Ga. 30322

An animal that would forgo food now in the hope of getting a
slightly larger quantity in the future would be the type of
gambler welcome in Las Vegas. What are the odds that an
animal can judge and remember the amounts of food in separate
patches; that the differences between patches are perfectly
reliable; that the second patch will not be depleted while the
animal eats in the first; and that lingering in one area would have
no adverse effects? Such circumstances are so unlikely to occur
simultaneously that they do not justify the added risk. In
addition, the amount of food can be misjudged, patches vary,
eating affects the food supply elsewhere only under certain
conditions, and dawdling increases the chances of being a meal
yourself while shortening the time available for other activities.
An extraordinary set of environmental conditions would have
had to coincide fortuitously with suitable genetic variations for
self-control to evolve. The improbability of such a scenario
explains why self-control is rare both in nature and the labora-
tory.

Absence of self-control seems maladaptive only to us as all-
knowing creators of contingencies. Certainty is for program-
mers, not real-world performers, which is why we say "a bird in

hand is worth two in the bush," "the grass is always greener on
the other side of the fence" or "he who hesitates is lost." Self-
control is rational and impulsiveness is irrational for purchasers
of resources out to maximize value; but economics is not
evolution.

Economics and biology lead to different conceptions of max-
imization and optimality, precisely because profit-making is not
always the same as survival. Economic maximization is the
rational solution that maximizes differences between benefits
and costs. Biological optimality derives from natural selection,
where fitness, not profit, is the sole criterion for success.
Neither fitness nor sheer survival involves just one aspect of
behavior: A partial list of essentials includes reproduction,
avoiding predation, care for young, temperature regulation, and
finding food. At any time, the best solution for handling any one
demand must take into account needs to deal with the others,
and this global optimum rarely corresponds with simple
maximization.

Optimality theorists derive maximization solutions while rec-
ognizing that the behavior can only correspond to predictions
that consider competing demands. To the extent that experi-
mental conditions minimize natural constraints such as a lack of
interference by predation avoidance or obviation of the need to
search for food, the results might more closely approximate
maximization. How particular environments influence the com-
plex of constraints is an important question that has not been
carefully analyzed as yet. This issue comprises a set of questions
that require empirical answers. Whatever these answers may
be, the point is that maximization theory is quantified economic
rationality, but optimality is a heuristic for analyzing natural
selection.

In a biological perspective behavior is a means by which an
animal is maintained in its environment. Behavior should not be
viewed in a vacuum but as part of the overall strategy evolved for
survival and reproductive success. With this in mind, it seems
likely that for many species foraging behavior is not likely to
have maximum priority in determining the allocation of behav-
ioral resources, except perhaps when other demands are negli-
gible. Pigeons, humans, and other species can go for relatively
long periods of time with little or no food, so obviously they have
evolved to be less than perfect foragers. Unless many genera-
tions have experienced shortage and competition, strong pres-
sure to hone feeding skills to their utmost while deferring
meeting other demands is missing. Highly efficient foraging is
more likely for hummingbirds, whose metabolism makes it
dangerous to miss a meal, than it is for a tough bird like the
pigeon. Except for the few animals who are not targets for
others, pressure is stronger for the avoidance of predators. The
least adept get eaten, so only the best at avoiding predation
survive and reproduce. Selection should have generated anti-
predator behavior as good as the range of variation allows.

Neither matching nor social learning theory was deduced
from evolutionary theory, and molar maximization follows from
it only equivocally. Integrating these three essentially unrelated
models by means of evolutionary hypotheses is an exercise in
eclecticism that continues in the same vein when matching is
proposed as the mechanism of optimization. None of the many
experiments on matching has shown it to be what the subject is
actually using. As far as simple cognitive processes are con-
cerned, matching ratios of responses or time to ratios of conse-
quences seems to entail a decision rule more complex than one
based on momentary maximizing principles. Even in nature,
which is concerned with outcomes and not how they are
achieved, matching seems to be an unnecessarily indirect and
complicated way to arrive at optimization.

The basic self-control testing procedure involves choices
between alternative small food sources that differ in degree of
tininess and are separated by short time intervals. The situation
seems only remotely analogous to foraging problems commonly
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confronted in nature. However, animals do pass without eating
through a patch of food that they would eat in times of shortage
on their way to an area containing a preferred diet. For example,
monkeys will travel through and past grass on their way to fruit.
In this form of self-control, they forgo an immediate meal for a
better one in the future. An experiment which provided imme-
diate access to inferior food or delayed access to higher quality
forage should show self-control, unless the animals did not
discriminate between the food types.

Discrimination ability is always important in such experi-
ments. Can pigeons distinguish between small quantities of food
when access to each is separated in time? Self-control only
becomes an issue if the meals really seem different. Discrimi-
native properties can also explain why self-control is facilitated
by highlighting the distinctiveness of the two sources in the
delay period and by teaching the animal to ignore the immediate
alternative.

Author's Response

Working toward the big reinforcer:
Integration

A. W. Logue
Department of Psychology, State University of New York at Stony Brook,
Stony Brook, N.Y. 11794-2500

Among the commentators are investigators familiar with
each of the three research traditions discussed in the
target article: Mischel's social learning theory, Herrn-
stein's matching law, and molar maximization. Through
their informed commentaries, all have contributed to the
enterprise of describing and predicting self-control. The
diversity of views represented by these commentaries
makes constructing any kind of unified response a distinct
challenge. However, given the target article's stated goal
of integrating across areas, this challenge has the poten-
tial of yielding significant rewards.

This response is organized along the same lines as the
target article. First, it discusses the target article's defini-
tion of self-control and the extent to which this definition,
as used in the laboratory, is relevant to problems the
subjects face outside the laboratory. Next, the response
considers specific questions raised by the commentators
about each of the three research traditions. This is fol-
lowed by a discussion of the concept of perceived rein-
forcement and its relation to the controversy between
behavioral and cognitive psychologists. Various explana-
tions of self-control and impulsiveness suggested by the
commentaries are then considered. Finally, the response
evaluates the negative and positive comments about the
evolutionary framework proposed in the target article and
the implications of these comments for the continuity of
behavioral principles across species. [See also Macphail:
"The Comparative Psychology of Intelligence" BBS 10(4)
1987.]

Self-control inside and outside the laboratory. Most of the
commentaries include some discussion of the definition of
self-control given in the target article. In particular, they

discuss the extent to which that definition, as it has been
used in the laboratory, applies to choices outside the
laboratory as well. Before detailing some of these com-
ments, it should again be emphasized that the target
article's definition was chosen in order to identify a clearly
defined and delimited research area, one for which there
is extensive empirical evidence. To have tried to cover all
research considered by any researcher to be related to
self-control, even if this were possible within the space
allotted, would have greatly complicated the target arti-
cle's stated goal of integration across areas. Nevertheless,
the alternative interpretations of self-control raised by
the commentaries can help to place the material covered
by the target article within a context, and can help to
suggest ideas for further experiments.

For example, several commentators (Green & Fisher,
Hinson, and Zeiler) feel that the illustrations of self-
control given in the target article might have concen-
trated more on choices in which the two alternatives
consisted of qualitatively different reinforcers. The issue
of qualitatively different reinforcers was raised in Section
3.2. However, as these commentators note, the article
does indeed focus on choices between quantitatively, not
qualitatively, different reinforcers. This focus reflects the
weight of the evidence that has been collected. Laborato-
ry researchers have tended to focus on choices between
quantitatively different reinforcers because in this situa-
tion there is only one parameter (quantity) that varies
between the reinforcers and therefore the data are much
easier to understand. As stated in the target article, the
molar maximization researchers appear to be at an advan-
tage here because they assume that all choices can be
reduced to options involving different amounts of a single
dimension, net energy gain (or loss), and their models
therefore treat choices between any pair of alternatives as
being quantitatively different, and thus relatively simple
to model.

There is no question that many real-world alternatives
within a self-control paradigm involve choices between
qualitatively different reinforcers. Zeiler gives an exam-
ple of monkeys' passing up the consumption of grass on
their way to find and consume fruit. These sorts of choices
should accordingly be studied in the laboratory; yet this
research has had to await a clear understanding of choices
between quantitatively different reinforcers. Now that
many of the basic factors responsible for increasing and
decreasing self-control (see Figure 9) are understood,
such investigations can begin. For example, just as Zeiler
proposes in his commentary, in our laboratory (King &
Logue, submitted) we are giving pigeons choices be-
tween access to a less-preferred grain that they can have
sooner and a more-preferred grain that they can have
later. As Zeiler predicts, pigeons are more likely to show
self-control in this situation than in the traditional para-
digm in which the two alternatives differ in the number of
seconds of grain access rather than in the type of grain
obtained during access.

Yamamura also expresses concern about the focus in
the target article on quantitatively different reinforcers,
stating that this is not representative of Mischel's delay of
gratification paradigm. However, although many of Mis-
chel's and his colleagues' experiments have provided
children with choices between qualitatively different
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reinforcers (e.g., pretzels versus marshmallows), many
experiments have not. For example, Mischel and Baker
(1975) presented children with choices between one and
two marshmallows, or between one and two pretzels.

Various commentators feel that the definition of self-
control given in the target article - choice of a larger,
more delayed reinforcer over a smaller, less delayed
reinforcer - is too narrow. For example, Green & Fisher
and Kuhl state that the behaviors during the delay peri-
ods should be given more attention. In particular, Kuhl
feels that self-control is the maintenance of the choice of
the larger reinforcer throughout the delay period, and
that unless the organism is able to change its choice
during the entire delay to the larger reinforcer, self-
control has not been shown. Kuhl further states that it is
this type of choice and this type only that constitutes
Mischel's delay of gratification paradigm. However, al-
though the majority of the experiments done by Mischel
and his colleagues since 1970 have involved the waiting
paradigm described in Section 3.1.1, early experiments
used a choice paradigm in which subjects could not
change their choices once they had been made (also
described in Section 3.1.1). In addition, recent research
concerning delay of gratification has shown that similar
results can be obtained with both the waiting and choice
paradigms (Schwarz et al. 1983). Further, as Kuhl real-
izes, operant conditioning experiments with pigeons
have been conducted both with choice and waiting para-
digms. Finally, the definition of self-control given in the
target article does not preclude the type of choice with
which Kuhl is concerned because it does not specify the
particular time period over which it applies. This time
period could be a single instant or a series of instants.

Other commentators state that for the approach of the
target article to apply to a large number of real-world
choices, more attention should be paid to a greater
variety of temporal schedules of reinforcement (Hinson),
and to choices between a small reinforcer now and avoid-
ing a large punisher later (Imada & Imada). This is
absolutely correct. The target article did not include
these types of choices because they do not represent the
majority of the literature. Until now the self-control
literature has mostly been concerned with choices be-
tween two positive reinforcers (e.g., Logue et al. 1984),
two negative reinforcers (e.g., Navarick 1982), or two
punishers (e.g., Deluty et al. 1983); and when reinforcer
frequency has been programmed, it has usually been
done in such a way as to hold relative reinforcer frequency
constant. The future should see the expansion of self-
control paradigms to include the types of situations dis-
cussed by Hinson and by Imada & Imada.

Several commentators (Houston & McNamara,
Moore, Timberlake, Yamamura) express concern that
the self-control paradigm as investigated in the operant
conditioning laboratory is not really representative of any
choices outside the laboratory. In particular, Houston &
McNamara are concerned that Figure 1 in the target
article does not include a separate period for handling
time. Timberlake feels that this paradigm, as effected in
the laboratory, interferes with the usual sequence of
search, capture, and handling. Both Moore and Yama-
mura state that the lack of correspondence between the
laboratory paradigm and the world outside the laboratory

could be responsible for the lack of adaptive behavior
frequently observed in pigeons in the laboratory. All of
these concerns revolve around the issue of the extent to
which results from laboratory investigations are relevant
to behavior outside the laboratory. No one believes that
an animal becomes a different being when it enters the
laboratory. Likewise, because, by definition, the labora-
tory differs at least to some degree from the world outside
of it, no one believes that what is observed in the
laboratory is 100% applicable to that external world.
Hence the behavior seen in the laboratory is to some
degree relevant to the animal's behavior outside the
laboratory; the question is how much. There is no easy
answer. Strong proponents can be found representing
both extremes of the issue. The only way to answer the
question in the case of self-control is to expand investiga-
tions to include both a greater variety of laboratory
paradigms and a greater variety of field investigations. It
is hoped that the target article will stimulate such
investigations.

In contrast to those commentators who see the choices
described in the target article as unrepresentative of
those occurring in nature, some commentators see them
as having even wider implications than those that were
discussed. For example, Pomerleau & Pomerleau de-
scribe the applicability of the self-control paradigm to
behavioral medicine. Green & Fisher mention the rele-
vance of self-control to investing - people must forgo
spending money on something now in order to save
money for some greater need later. Green & Fisher also
point out the intriguing notion that discount rates (see
Figure 6 in the target article) may differ depending on
cultural experiences and therefore according to so-
cioeconomic group. Such variations in discounting would
affect the crossover points in Figure 6 and consequently
the degree to which self-control and impulsiveness are
shown by a particular socioeconomic group. Several com-
mentators (Green & Fisher, Imada & Imada, Lowe &
Home, and Pomerleau & Pomerleau) discuss the con-
cept of self-control as applied to the good of society.
Individuals within a society must often forgo individual
pleasures so that the entire group may benefit - a type of
self-sacrificing behavior that could be termed altruism.
This topic has been much discussed by evolutionary
biologists, many of whom have concluded that altruism is
largely a function of increasing inclusive fitness (see, e.g.,
Wilson 1975). Therefore this may be another example of
the usefulness of an overall evolutionary framework for
describing self-control. [See also BBS multiple book
reviews of Lumsden & Wilson's Genes, mind and culture
BBS 5(1) 1982 and of Kitcher's Vaulting ambition BBS
10(1) 1987.]

Misinterpretations of Mischel's social learning paradigm.
Several commentators misinterpret either Mischel's
work, or how the target article describes it. Some of these
misinterpretations were described in the previous sec-
tion. In addition, the commentary by Sonuga-Barke
(ironically, given its title) contains a number of misin-
terpretations of Mischel's research.

First, Sonuga-Barke claims that, unlike researchers
working with Herrnstein's matching law or molar max-
imization, Mischel states that self-control is a goal of
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development. Hence the target article's final evolution-
ary analysis, which discusses ways in which impulsive-
ness can be adaptive, cannot possibly apply to Mischel's
work, and this content area cannot be integrated with the
other two. This is not a correct interpretation of Mischel's
research, however. To quote from the very source (Mis-
chel 1981c) that Sonuga-Barke cites to support his point,
"The issue therefore is not delay of gratification in itself,
but when, how, and for what one should delay" (p. 457).
This source states clearly that people in any society must
be able to delay their gratification in many cases; how-
ever, delaying gratification is not always the best strat-
egy. Mischel's statements are entirely consistent with the
points made in the target article.

Sonuga-Barke also claims that research based on Mis-
chel's paradigm cannot be integrated quantitatively with
that based on the matching law and molar maximization
paradigms because in Mischel's paradigm, with only one
choice and no postreinforcer delay, the children may
choose the small reinforcer so that, in addition to receiv-
ing the small reinforcer, they get to leave the experimen-
tal situation sooner. Mischel himself has been aware of
this problem, and to eliminate it has tried to make clear to
his subjects that both prior to and following the experi-
ment the children will play in a special room; the time in
this room is not affected by the choice the child makes
(see, e.g., Mischel & Baker 1975; Mischel & Ebbesen
1970). Thus, although there is no explicit postreinforcer
delay in the Mischel paradigm, there is an attempt to
control overall context.

Finally, the target article never argues that a postrein-
forcer delay period would serve no useful function in
Mischel's one-choice paradigm. Section 3.1.1 states only
that postreinforcer delay is not an explicit part of Mis-
chel's procedure. Furthermore, Section 3, as well as the
preceding paragraph of this response, points out the
value of controlling overall reinforcer frequency (through
such means as varying postreinforcer delay) when con-
ducting research on self-control.

Herrnsteln's matching law. General reactions to the sec-
tions on self-control as investigated by means of Herrn-
stein's matching law range from that of Ainslie, who feels
that all of the data could be best described by the
matching law, to that of Zeiler, who states that, so far,
there has been absolutely no evidence to indicate that
subjects use the principles of the matching law when they
are optimizing. Again, this is a controversial subject, with
many proponents on both sides (see, e.g., Commons et
al. 1982), one that cannot be resolved or even discussed in
detail here given the limited space available. Instead,
specific comments concerning the usefulness of the
matching law in describing and predicting self-control
will be considered.

Ainslie states that a learning account of changes in the
discount functions in Figure 6 is an unlikely explanation
of self-control because if it were correct, every organism
would have been shaped to show maximal self-control
through its ordinary life experience. This interpretation
assumes, however, that only self-control is beneficial to
organisms. As discussed in Section 7 of the target article,
there are some situations in which impulsiveness is the
better alternative. Hence an organism's past experiences

might teach it to be impulsive, rather than to show self-
control. In addition, unlike in the laboratory, if an orga-
nism is impulsive, it may never experience, and therefore
never be able to prefer, the other (larger, more delayed)
alternative. Finally, new situations always arise and any
past learning is at least somewhat specific to the particular
situation in which it occurred; learning may therefore
have to recur to some extent in an entirely new situation.
For all of these reasons, learned changes in discount
functions provide a viable explanation of self-control that
has been increased through a fading procedure.

Both Kuhl and Navarick express concern that the
subjects in the matching law experiments discussed in the
target article were not tested for their preferences be-
tween reinforcers that varied only in amount or delay
before being tested for their preference between reinfor-
cers that varied in both amount and delay. Kuhl points
out, correctly, that such tests are regularly carried out in
Mischel's work, and Navarick points out, also correctly,
that such tests are needed to determine whether a sub-
ject's self-control is due to a complete insensitivity to
delay of reinforcement with that particular type of rein-
forcement. Although there was not enough space to
discuss such tests in the target article, they have, of
course, been performed with both pigeons and humans
and are described in detail in the original reports. In all of
the fading experiments with pigeons described in the
target article, a discrete-trials procedure was used in
which the pigeons were forced to choose each alternative
at least once every 10 trials by making only one alter-
native available (Logue & Pena-Correal 1984; Logue et
al. 1984; Mazur & Logue 1978). In addition, no pigeon,
when given choices following completion of the fading
procedure, chose the larger, more delayed reinforcer
100% of the time. Hence the fading procedure did not
result in the pigeons' ignoring the smaller, less delayed
alternative, as Kuhl claims. In most of the experiments
with humans (Logue et al. 1986; see Figure 8 for the final
results), prior to being tested for self-control or im-
pulsiveness, the subjects were tested with alternatives
that varied only in reinforcer delay or in reinforcer
amount. In all cases tested they were sensitive to varia-
tion in reinforcer delay when reinforcer amount was held
constant, and therefore the self-control shown in Figure 8
is not spurious as Navarick claims.

Even if prior testing had revealed the human subjects
in Logue et al. s experiments to be insensitive to variation
in reinforcer delay, this does not necessarily make any
subsequent self-control shown "spurious." As stated in
the target article, self-control is by definition due to
insensitivity to reinforcer delay, or to relatively less
sensitivity to variation in reinforcer delay than to varia-
tion in reinforcer amount. Complete insensitivity and
relatively less sensitivity are merely two points on a
quantitative continuum measured by the exponents in
the generalized matching law, Equation 2 in the target
article. The generalized matching law is well suited to
describing the cases of more or less sensitivity to variation
in reinforcer delay as a function of type of reinforcer or
situation that are described by Navarick.

In fact, the differences in sensitivity that occur as a
function of type of reinforcer are not quite as simple as
Navarick implies. His commentary states that im-
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pulsiveness can probably be obtained in humans when
noise termination, video game playing, or viewing slides
is the reinforcer, but not when points exchangeable for
money are used. However, Logue et al. (submitted) have
recently shown that with certain schedules of reinforce-
ment it is indeed possible to obtain consistent im-
pulsiveness in human subjects when points are used as
the reinforcer. Laboratory impulsiveness and self-control
are, at least to some degree, schedule-specific, and not
just reinforcer-specific.

Mazur & Herrnstein focus on an expansion of the
absolute response rate form of the matching law (their
Equation 1) to better relate direct measurements of
reinforcer parameters to direct measurements of behav-
ior. Unfortunately, there are some problems with their
exposition. First, they state that reinforcement is a syn-
onym for value, and later that the former is observable
but the latter is not. It is therefore difficult to see how
these two concepts can be identical. A related problem is
Mazur & Herrnstein's claim that their Equations 1 and 2,
containing value, have been extensively tested. It is not
clear how this was accomplished, if value is unobservable.
Furthermore, empirical tests of Mazur & Herrnstein's
Equation 1, from which all of their subsequent equations
are derived, have sometimes seriously challenged that
equation's assumptions (see, e.g., McDowell & Wood
1984; 1985; McSweeney et al. 1983).

Of perhaps greater significance, Mazur & Herrnstein's
Equation 3, contrary to what is stated in the commentary,
cannot account for all of the data described in the target
article, and there have been no published attempts to do
so. First, unlike the target article's Equation 2, Mazur &
Herrnstein's Equation 3 contains no power functions,
which have repeatedly been shown to provide excellent
descriptions of both human and nonhuman magnitude
judgments of time and other quantities that occur in the
self-control paradigm (see, e.g., Eisler 1984; Stevens
1975; Wearden 1980). In addition, unlike Equation 2 in
the target article, which in its logarithmic form can be
used along with multiple regression to determine the
specific values of all free parameters, Mazur & Herrn-
stein's Equation 3 contains several free parameters, Ve, k,
and K, which are difficult or impossible to measure
directly. The best that can be done is to use their model to
make limited specific predictions for particular cases, for
example, as stated in Mazur & Herrnstein's commentary,
the intercept of the indifference function relating larger,
more delayed, and smaller, less delayed reinforcers
should have a value greater than 0.0. In addition, there is
apparently another, unstated, free parameter associated
with A;. Mazur & Herrnstein assume only that At is
monotonically related to reinforcer value, unlike Equa-
tion 2 in the target article, which assumes that Ai is a
direct measurement of the size of the reinforcer. There-
fore in some sense Mazur & Herrnstein are right; with
four free parameters their equation can describe virtually
any data. Note that adding power functions would add
two additional free parameters (the exponents for both
amount and delay of reinforcement).

Finally, it seems easy to solve the original problem
addressed by Mazur & Herrnstein: Figure 6 and Equa-
tion 2 incorrectly predict that any small, immediate

reinforcer should always be preferred to any large, de-
layed reinforcer. The solution does not require invoking
Mazur & Herrnstein's Equation 2, or the alternative
explanation they present and dismiss (that there can
never be a 0.0-sec reinforcer delay because it always takes
some time to begin eating the reinforcer). Instead, these
data can be explained by the hypothesis that organisms
simply cannot discriminate between a 0.0-sec and a
slightly longer delay. This explanation is similar to the
just noticeable difference concept used in psychophysics.
If this explanation is accurate, then, within some limits,
Figure 6 and Equation 2 are both correct.

Molar maximization. Once again, in their remarks on
molar maximization, the commentators express widely
divergent opinions. Some, such as Mazur & Herrnstein,
feel that molar maximization is completely inadequate for
describing data on self-control, and others, such as Hin-
son, feel that it is the best alternative. This section will
first discuss the specific criticisms raised by the commen-
tators of the time-window concept as used in molar
maximization, and then the commentators' expansions on
the target article's presentation of molar maximization
research.

Several commentators (Ainslie, Mazur & Herrnstein,
and Timberlake) express doubt regarding the usefulness
of the time horizon concept in describing and predicting
variation in self-control. Although Timberlake has him-
self stated that organisms' time horizons can change as a
function of the particular situation (Timberlake et al.
1987), in his commentary he suggests that it is stretching
credibility to postulate a time horizon of a few seconds for
pigeons responding in a self-control paradigm, but a time
horizon of many minutes for pigeons responding accord-
ing to concurrent variable-interval/variable-interval
schedules. Aindie pomts out the difficulty in describing
preference reversals: Organisms will prefer a larger,
more delayed reinforcer over a smaller, less delayed
reinforcer when the choice is made far enough in ad-
vance, but when the choice is made with very little time
remaining until receipt of the smaller reinforcer, orga-
nisms are more likely to prefer the smaller, less delayed
reinforcer (i.e., preference reverses as a function of time
to reinforcement).

Responding to these criticisms by simply eliminating
the concept of a time horizon creates other problems.
Then, contrary to Caraco's interpretation, if overall rein-
forcer frequency is controlled, as is assumed by the target
article for many of its examples, no matter what type of
optimal foraging model is used, molar maximization pre-
dicts that the larger, more delayed reinforcer should be
chosen.

Some mechanism in addition to a time horizon is
apparently necessary to describe the variations in self-
control and impulsiveness that are observed as a function
of reinforcer delay in a self-control paradigm. As dis-
cussed in Section 4.1.2, the hyperbolas shown in Figure 6
and derived from the matching law can describe and
predict such effects. Therefore, as suggested by Mazur &
Herrnstein, the solution might be to incorporate hyper-
bolic discounting of reinforcer value as a function of
reinforcer delay within molar maximization models.
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However, contrary to Mazur & Herrnstein's subsequent
conclusion, this does not mean that molar maximization
would then always predict impulsiveness, in opposition
to the very premise of molar maximization. Just as the
matching law, based on these same hyperbolas, can
predict either self-control or impulsiveness according to
the shapes of the hyperbolas and the use of precommit-
ment devices (see Sections 4.1.2 and 5.2.3 of the target
article), so too could molar maximization. However,
Mazur & Herrnstein seem to find even the possibility of
impulsiveness antithetical to a molar maximization
model. Nevertheless, as stated clearly in Section 5.3,
molar maximization theorists have never intended their
models to always predict maximization over long time
periods. Molar maximization occurs within perceptual
and response constraints, and one of those constraints
could be that reinforcer value is discounted as a function
of delay according to hyperbolas.

Some commentators discussed expansions of the pre-
sentation of molar maximization. Caraco and Fantino &
Preston point out that the optimal foraging model pre-
sented in Section 4.2 is the traditional, classic model for
sequential encounters of prey, and Caraco expresses
concern that the type of self-control paradigm discussed
in the target article involves simultaneous encounters
with food items. Caraco states that newer, simultaneous
encounter models (e.g., Engen & Stenseth 1984; Ste-
phens et al. 1986) might be more appropriate in applying
molar maximization to the self-control paradigm. First,
the sequential model presented in Section 4.2 is just one
of several models mentioned in the target article. That
particular one is presented only as the best-known exam-
ple of molar maximization models, not as the definitive
model for the self-control paradigm. Simultaneous mod-
els are also mentioned in Section 4.2. Second, it is not
clear that the simultaneous-encounter models are much
better suited for the self-control paradigm than is the
sequential model presented in detail in the target article.
For example, in the paradigm modeled by Stephens et al.
(1986), both prey were in view simultaneously; a choice
for one alternative could always be changed to a choice for
the other alternative, and once the farther (more delayed)
alternative was chosen (approached), the nearer (less
delayed) alternative was no longer near. This situation is
not comparable to any self-control paradigm yet studied
in the operant conditioning laboratory. One could argue
that the sequential-encounter model presented in the
target article is more appropriate than a simultaneous-
encounter model for self-control paradigms in which a
subject cannot observe both reinforcers simultaneously,
such as the example for foraging monkeys given in
Zeiler's commentary. Nevertheless, the commentaries
are useful in emphasizing that there are many alternative
models, that a large variety of choice situations occur, and
that some models are therefore better suited for some
situations than are others.

Fantino & Preston describe how the delay reduction
hypothesis, originally developed in the operant condi-
tioning laboratory, can be applied to foraging situations
(see Fantino & Abarca 1985), particularly those situations
involving choices between simultaneously encountered
reinforcers varying in size and delay. They suggest vari-

ous ways that their hypotheses could be tested. Experi-
ments such as theirs will be useful in evaluating which
type of molar maximization model is most appropriate for
particular choice situations.

Caraco correctly states that the definition of \s in the
optimal foraging model presented in Section 4.2 is not
entirely accurate. Xs is defined as the frequency with
which the prey is encountered in the environment. Ac-
cording to Caraco (and others, for a summary see Ste-
phens & Krebs 1986), X( is the frequency with which food
is encountered while the forager is searching for food, not
while pursuing or handling it. According to this in-
terpretation, Xj would be equivalent to 1/C{ (where C{ is
equal to choice time, see Figure 1 in the target article),
rather than l/(Cj + Di+Ai + Tt), where D;, Af, and T, are
prereinforcer delay, reinforcer access time, and postrein-
forcer delay, respectively (see Figure 1).

Both Caraco and Houston & McNamara comment that
Caraco's and others' research on risk-prone behavior did
not seem relevant to impulsiveness, as the target article
claims. In Caraco's paradigm (Caraco 1983; Caraco et al.
1980), subjects are given choices between (a) a medium
amount of food that they can have for sure, or (b) a small
amount of food with a probability of . 5 and a large amount
of food with a probability of .5. When subjects are receiv-
ing less food than they need to survive, they tend to pick
alternative (b), the "risky" alternative; when they are
receiving more food than they need to survive, they tend
to pick alternative (a), the "safe" alternative. The intent of
the target article was merely to show that subjects will
prefer an ordinarily nonpreferred alternative if that alter-
native at least provides the possibility of allowing them to
survive (as occurs in the self-control paradigm with the
smaller, less delayed reinforcer), whereas the other alter-
native will not (as could occur in the self-control paradigm
with the larger, more delayed reinforcer). The intention
was never to equate this paradigm with the self-control
paradigm.

Finally, several commentaries (Hinson, Houston &
McNamara, Yamamura, and Zeiler) highlight the vari-
ety present in molar maximization models with respect to
constructing operational definitions of maximization and
inclusive fitness. In some research, maximization and
inclusive fitness can be approximated by individual sur-
vival, but in others it cannot. Whether one is reading the
work of optimal foraging researchers or attempting to
relate research from this field to other fields (as in the
target article) it is important to remember that the op-
timal foraging literature is large and varied, and by no
means unified in theoretical stance or interpretation.

Perceived reinforcement and the cognitive-behavioral
controversy. After describing the three content areas, the
target article introduces the concept of perceived rein-
forcement in Section 6 and offers an analogy with model
building in chemistry, in which hypothetical molecular
properties have been proposed to account for molar
observations. Some commentators feel much more com-
fortable with this approach than do others. For example,
Carver thinks that the concept of perceived reinforce-
ment should be extended even further, to control theory,
which involves a consideration of an organism's goals
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(although he never specifies how goals can be opera-
tionally defined or objectively measured). Both Eisen-
berger and Timberlake consider the concept of per-
ceived reinforcement to be useful. In contrast, Fantino &
Preston, Lowe & Home, and Moore have some doubts
about its use. In particular, Fantino & Preston make the
point that chemists do not use the concept of perception
to describe a liquid's viscosity, and Lowe & Home state
that to use the concept of perception in this way is to risk
dualism. Both of these commentaries suggest that the use
of the term "perceived reinforcement" implies some
active reorganization of the environment by the orga-
nism, a reorganization that can be independent of en-
vironmental contingencies.

Because different commentators appear to have differ-
ent interpretations of the concept of perceived reinforce-
ment presented in the target article, resolving the dis-
putes depends on establishing precisely what the target
article means by the term "perception." Although the
target article states that we need this term because there
is no isomorphism between the environment and behav-
ior, this is not all that is meant, as Eisenberger astutely
observes. For psychologists whose main field of research
is sensation and perception, the term "perception" is
used when there are many unobservable factors influenc-
ing the relationship between stimuli and behavior and
when the underlying physiological mechanisms are not
understood. When they are understood, so that the
mechanisms involved appear to be relatively simple, the
term "sensation" is generally used (see, e.g., Gleitman
1986; Schiffman 1982). Likewise in theoretical chemistry
and in physics, hypothetical, unobservable mechanisms
are postulated only when the equations describing the
observed events are not completely known. In the case of
Fantino & Preston's example of viscosity, all of the
equations necessary to describe viscosity have been de-
termined. In other cases, such as the structure of quarks
or the interactions of particles at extremely high energies,
all of the equations are not yet known. Only in these cases
is it necessary for physicists to postulate new, as yet
unobservable, mechanisms.

Much of psychology is at the same stage as is physics in
explaining the actions of quarks and the interactions of
particles at high energies. Mischel's hot and cool
thoughts, the exponents in the matching law, and the
time horizon concept in molar maximization all suggest
mechanisms according to which environmental stimula-
tion is transformed into behavior. As stated in the target
article, these mechanisms do not necessarily exist, nor do
they have a life of their own. Therefore dualism is not a
problem. If at some point these mechanisms are entirely
understood, very possibly through an understanding of
the physiological changes that occur during different
types of self-control paradigms, as suggested by Pomer-
leau & Pomerleau, then the concept of perception may
no longer be needed. In the target article the term
"perceived reinforcement" is used both for its heuristic
value in encouraging model development and testing and
to demonstrate that it can be used within the framework
of good science. If perception is defined as it is in the
target article, and not as it is ordinarily used, then
chemists and physicists would indeed be willing to say

that particles interacting at high energies "perceive" each
other.

Perhaps it would be better to pick another term for
perception, one that does not carry so much excess
baggage for so many people. One possibility might be to
substitute the term "approximate theory", which is used
in physics and chemistry to describe phenomena for
which the underlying equations or mechanisms are not
yet known.

The issue of the usefulness of the concept of perceived
reinforcement is a subset of the behaviorism-cognitivism
controversy. Among psychologists, there are those who
say that the focus should be on observable behavior and
those who say that this approach is insufficient, cognitive
processes such as memory being critical. Some commen-
tators (e.g., Lowe & Home) feel that the target article is
generally too cognitively oriented, but others (e.g., Kuhl)
feel that it is generally too behaviorally oriented. More
specifically, Kuhl thinks that the study of self-control
should focus on underlying mental processes. In a similar
vein, though not as extreme, Hinson states that investiga-
tions of the matching law are merely exercises in curve
fitting unless the parameters are given some sort of
psychological explanation (consistent with the perceived
reinforcement approach described above). In addition,
although Lowe & Home feel that the target article is too
cognitive, they devote significant space in their commen-
tary to giving credence to verbal reports of self-instruc-
tions and imagination. Pomerleau & Pomerleau likewise
favor a behavioral approach, but their commentary states
that what is important to study in patients is their "capaci-
ty" or "ability" to show self-control, traits for which it may
be difficult to construct operational definitions. These are
good examples of the target article's contention that
behaviorism and cognitive psychology are really not so
very different. Scientific inquiry is impossible without
sometimes postulating hypothetical mechanisms. It is
also impossible to observe hypothetical mechanisms di-
rectly. In psychology the only verifiable data are direct
measurements of organisms' behavior. These statements
are true whether one is a behaviorist or a cognitive
psychologist; any other way of doing research is simply
not good research.

Explanations of impulsiveness and self-control. Many
commentators expand on the possible mechanisms re-
sponsible for impulsiveness and self-control discussed in
the target article. Several commentators are concerned
with explanations of why the fading procedure increases
self-control in pigeons. The target article mentions the
possibility of changes in the speed with which time
passes. Eisenberger adds adaptation level to reinforcer
delay, as well as counterconditioning of frustration.
Green & Fisher mention the possibility of covert com-
mitment strategies. Kuhl focuses on learning to disregard
differential delays. With regard to impulsiveness, Car-
aco, Green & Fisher, Houston & McNamara, Yama-
mura, and Zeiler all agree with the target article that, for
many reasons, impulsiveness can be adaptive. Green &
Fisher suggest several ways to test the hypothesis that the
uncertainty of events is one of these reasons. Zeiler makes
the useful point that events are only certain from the
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programmer's point of view, and therefore waiting for a
larger reinforcer may appear fruitless from the subject's
point of view.

The most ambitious attempt to explain impulsiveness
and self-control is Timberlake's description of a behav-
ioral system. According to Timberlake's hypothesis, cer-
tain types of behaviors tend to occur together, and these
sets of behaviors tend to occur in different situations with
different probabilities. Certain sets may encourage self-
control and certain sets impulsiveness. In general, ac-
cording to Timberlake, any behavioral set (termed the
"general search mode") that does not include responses
directly related to obtaining the reinforcers in the self-
control paradigm is likely to result in self-control and vice
versa (i.e., focal search mode results in impulsiveness).
Hence if one mode or another can be encouraged or
discouraged, self-control and impulsiveness can be ma-
nipulated. Timberlake's hypothesis could be considered a
behavioral version of Mischel's hot and cool thoughts, and
might enable precise empirical tests of some of Mischel's
theories (see also recent behavioral tests of differential
attention predicting delay of gratification; Rodriguez &
Mischel 1987).

These provocative hypotheses will provide sufficient
material for a great many future experiments.

Evolutionary framework and the continuity of the spe-
cies. Given the content of the previous sections of this
response, it probably comes as no surprise that the
commentaries also disagree on the usefulness of the
evolutionary framework. Eisenberger states that knowl-
edge of possible evolutionary mechanisms is not yet
sufficiently developed to be sure that an evolutionary
framework will be useful. On the other hand, Caraco,
Carver, Hinson, Moore, Shimoff & Catania, and Tim-
berlake have no difficulty with the usefulness of such a
framework, although they may wish it modified to a
greater or lesser extent. Several of these latter commen-
taries expand on the evolutionary mechanisms presented
in the target article. For example, Carver writes about
the possibility of evolution of specific behaviors versus
general abilities. Because Timberlake apparently sees the
structure of his postulated behavioral systems as resulting
from natural selection, his hypotheses can be taken as
additional support for the usefulness of an evolutionary
framework in understanding self-control. Shimoff & Cat-
ania make the important point that similar behaviors do
not necessarily arise from the same evolutionary mecha-
nisms. However, what they do not point out is that
dissimilar origins for similar behaviors are only critical -
and can only be identified - if these behaviors are not
precisely identical. Unlike the evolution of anatomical
characteristics such as the Panda's thumb, we cannot look
at ancient specimens to determine exactly how a certain
feature evolved. Assuming that the underlying physiolog-
ical mechanisms are unknown, the only way we can try to
test evolutionary hypotheses about a behavior is to care-
fully examine the current form and function of that
behavior within its environmental context. If this behav-
ior-environment relationship is precisely identical to
other behavior-environment relationships, then it will
be impossible to determine whether any of these rela-

tionships arose from different evolutionary processes.
This is not the sole point of Shimoff & Catania's

commentary, however. They, along with Lowe & Home
and to some extent also Navarick, state that humans are
different from nonhumans, that our language behavior
makes the rules that govern our self-control and im-
pulsiveness so different from nonhumans as to render
describing humans and nonhumans by the same evolu-
tionary processes useless. The commentators make these
statements despite the fact that there are many aspects of
nonhuman behavior in a self-control paradigm discussed
in the target article that are functionally similar to just
those aspects of human behavior that these commentators
consider unique. Space limitations allow just two exam-
ples here. First, the colored overhead lights used during
reinforcer delays by Mazur and Logue (1978), and those
of the same color as the alternative on which the pigeons
had responded (see Figure 3 in the target article), were
shown by Logue and Mazur (1981) to be essential to the
maintenance of self-control acquired through the fading
procedure. Given our present knowledge, there is little
difference between the function of these lights and the
"reminders" that human subjects claim to use during
delay periods in order to demonstrate self-control (see
Mischel & Mischel 1983). Second, the experiments using
the fading procedure (Logue et al. 1984; Logue & Pena-
Correal 1984; Mazur & Logue 1978) clearly demonstrate
that ontogenetic factors are important in determining
whether self-control or impulsiveness is shown in
pigeons, and not just in humans as Shimoff & Catania
imply.

Much other research, not mentioned in the target
article, also supports the contention that human behavior
in a self-control paradigm is unlikely to be qualitatively
different from nonhuman behavior. Again, only a few
examples can be given here. First, Hursh (1987) has
recently reported the results of experiments on self-
control with rhesus monkeys. He has shown that, despite
their lack of overt verbal behavior similar to that of
humans, these monkeys tend to show self-control, as do
humans, and not impulsiveness, as shown by pigeons.
Similar findings have been obtained by van Haaren et al.
(1988) with rats. Therefore, contrary to what is suggested
by the commentators, complex verbal behavior is not the
critical controlling variable in the demonstration of self-
control or impulsiveness. Second, "sociocultural" factors
(see Lowe & Home's commentary) affect nonhuman as
well as human behavior. Rats will learn to avoid a recently
consumed food merely by spending a few minutes with a
sick rat (Lavin et al. 1980), and rats are more likely to
prefer a particular food after having interacted with an-
other rat which has eaten the food, even if the food is not
present during the interaction (Galef 1985). Finally, al-
though Lowe & Home's statement that many experi-
ments with human subjects have obtained undermatch-
ing is true, there are also experiments with nonhuman
subjects that have obtained undermatching (e.g., Logue
1979a) and experiments with human subjects that have
obtained matching (e.g., Baum 1975).

Unless these commentators can show that the behavior
of nonhuman subjects is qualitatively different from that
of human subjects, they are depriving themselves as well
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as other researchers of the benefits of using findings from
experiments with nonhuman subjects in trying to under-
stand the behavior of human subjects. This is not to say
that the principles governing human and nonhuman
behavior are identical. But these differences may be
quantitative rather than qualitative, differences of degree
rather than kind. A similar discussion regarding com-
parisons of illness-induced food aversion learning with
other types of learning was finally resolved with general
agreement that these types of learning are quantitatively
but not qualitatively different (see, e.g., Domjan 1983;
Logue 1979b; Revusky 1977), and that illness-induced
food aversion learning tends to occur similarly in a variety
of species including humans (Logue 1988). Although it is
true that evolution does not necessarily result in the
evolution of identical behaviors and that species are
different, all species do inhabit a world governed by the
same physical laws and so are subject to at least some of
the same evolutionary pressures. For example, with
respect to self-control, as was mentioned in the target
article, the longer the delay until a reinforcer is received,
the greater the possibility that the reinforcer will never
be received. Such a phenomenon may make all species,
human and nonhuman, discount delayed reinforcers.
Discounting may be greater for some species than others,
and it may be greater in some situations than others, but it
should exist in all cases to some extent. Similar principles
must govern human and nonhuman behavior in a self-
control paradigm, at least to some degree. An overall
evolutionary framework can be helpful not only in under-
standing the mechanisms underlying self-control and
impulsiveness, but in making comparisons between
species.

Conclusion. Some, but by no means all, of the com-
ments overtly acknowledge the objective of the target
article: to increase communication between researchers
working on problems that can be encompassed within a
self-control paradigm by pointing out similarities in
these researchers' methods, theories, and data. It is easy
to become absorbed in arguments over this or that tech-
nical point within a particular content area, and such
arguments do serve a function in testing existing models.
However, a greater number of new ideas and models can
be generated if researchers take the time to consider
different types of approaches and to communicate with
one another. Let us not, like Imada & Imada's monkeys,
be happy with three pieces of food that we can have now
when we can have four pieces later. Let us expend the
extra effort necessary to understand what researchers in
other areas are trying to accomplish; we just may end up
with a big reinforcer.
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